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Abstract. This paper presents a novel visual representation, called or-
derlets, for real-time human action recognition with depth sensors. An
orderlet is a middle level feature that captures the ordinal pattern among
a group of low level features. For skeletons, an orderlet captures specific
spatial relationship among a group of joints. For a depth map, an orderlet
characterizes a comparative relationship of the shape information among
a group of subregions. The orderlet representation has two nice proper-
ties. First, it is insensitive to small noise since an orderlet only depends
on the comparative relationship among individual features. Second, it
is a frame-level representation thus suitable for real-time online action
recognition. Experimental results demonstrate its superior performance
on online action recognition and cross-environment action recognition.

1 Introduction

Human movement exhibits strong coordination patterns among the skeleton
joints. Each type of action typically involves a subset of joints, and the spa-
tial configurations of these joints are strong characteristics of the action. For
example, when people talk over phone, the hand that holds the phone is usually
close to the ear no matter whether the person is sitting, bending, standing, or
walking. This particular spatial configuration between the hand and the ear is
thus a characteristic of the talking-over-phone action. We believe that if we can
model such action-dependent inter-joint coordination patterns, it will provide us
with an effective tool for action recognition. This paper is one step along this
direction.

We propose to use an ordinal representation, called orderlets, to encode the s-
patial configuration of a group of skeleton joints. Generally speaking, an orderlet
captures the ordinal information among a group of primitive feature values. For
example, if we use the X-coordinate as the primitive feature, then the ordinal in-
formation represents which joint is the leftmost and which joint is the rightmost.
If we use the pairwise Euclidean distances between the joints as the primitive
features, then the ordinal information represents which joint pair is the closest
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Talk over phone Read phone Use remote 

Has the smallest distance Has the smallest distance Has the smallest distance 

Fig. 1. An illustration of our orderlet representation.

and which joint pair is the farthest apart. Again consider the talking-over-phone
action. Instead of requiring the distance between the ear and the hand to be a
small value, we can require the hand-ear distance to be smaller than the distance
between left hand and right hand. One example can be found in Fig. 1.

Such ordinal representation is also applicable to shape features to describe
object shape information. Given a hypothesized object patch, we can divide the
patch into multiple subregions. The comparative relationship between the shape
features in the subregions can be captured by orderlets. In this way, both the
skeleton information and the object shape information can be represented by
orderlets and combined to recognize human-object interactions.

The orderlet representation has the following two properties. First, it is insen-
sitive to small noise. An orderlet only depends on the comparative relationship
among the primitive feature values. Such information is less sensitive to noise
than the numerical values. Also, it is capable of handling missing or incorrect
joints caused by occlusions or skeleton tracking module. Many orderlets only de-
pend on a small group of skeleton joints. They can be correctly detected as long
as the joints that they depend on are not missing. Second, the orderlet repre-
sentation is well suited for real-time online action recognition from unsegmented
streams since an orderlet is a frame-level representation. We have developed a
real-time online action recognition system from a commodity depth sensor. The
system does not require temporal segmentation, and it can handle natural tran-
sitions between two consecutive actions. Our contributions can be summarized
as follows:

– We propose a novel middle level representation, called orderlets, for action
recognition. It is robust to noises and missing joints, and is flexible to handle
large intra-class variations.

– An orderlet mining algorithm is presented to effectively discover the discrim-
inative orderlets from a large pool of candidates.

– We build a real time system that continuously recognizes human-object in-
teractions using a RGB-D camera. To evaluate the performance, we collect a
new dataset that contains both segmented video sequences for offline action
recognition and unsegmented video sequences for online action recognition.
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2 Related Work

In the past decade, there has been tremendous amount of work on human ac-
tion recognition and detection from static images and 2D video sequences. It is
impossible to list them all, and we only mention a few [25, 26, 28–30, 10, 11, 31,
32]. Recently, with the development of the commodity depth sensors like Kinect,
there has been a lot of interests in human action recognition from depth data [4,
12, 24]. Like other visual recognition tasks, the performance of action recognition
depends on the visual representation. In [13], spatial-temporal interest points are
proposed to represent an action where histogram of gradients and histogram of
optical flows are used to describe the extracted interest points [9]. Different from
sparse interest points as in [13], a dense cuboid feature is presented in [14] for
action recognition. Recently, dense trajectory [15, 16] based algorithm achieved
promising results on the challenging datasets like HMDB and Hollywood2.

For depth data, [1, 19, 21, 27] utilize skeleton information as features for ac-
tion recognition. In [4], it proposed the actionlet ensemble framework. Our work
differs from [4] in two key aspects. First, an actionlet does not encode the spatial
relationship between its joints. Second, the actionlet ensemble is a sequence-level
representation that requires a segmented sequence for feature extraction and
recognition. It is not suitable for online action recognition from unsegmented
streams.

Instead of relying on skeleton information, many researchers have developed
features based on depth maps. [5] proposed to randomly sample a large number
of occupancy features in the 4D space of a depth sequence. Encouraged by the
work of using 3D normal vectors for object recognition [7], [12] proposed the
histogram of oriented 4D normal features. [17] extended the spacetime interest
point features to the depth sequences, and developed a filtering technique to
suppress the noises in the depth maps thus improving the quality of the interest
point detection. Other interesting action representations based on depth streams
include [20, 22].

Order representation has been widely used in image indexing and search.
In [2], min-hash is employed for near-duplicate image search. Winner-take-all
hash is presented in [3] for image search. A set of random patterns are generated
and the element with the minimum value is encoded. However, there are two main
differences between our work and the previous order representations. First, the
previous order representations fix the group size of the primitive features, which
is the number of items in an orderlet. This is not suitable for action recognition
because different actions may involve different number of joints. In contrast, we
allow arbitrary group size in the orderlets. Second, the order features are usually
randomly generated in the previous work [3] while we use a data mining process
to select the discriminative orderlets.

The orderlet representation is related to the attribute representation [8, 33]
in that both are higher level representations compared to the basic low-level
features. There are two main differences between the orderlets and attributes.
First, attribute is a sequence-level representation while orderlet is a frame-level
representation. Thus orderlets are more suitable for online action recognition.
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Second, attributes can be designed manually as demonstrated by [8] where man-
ually designed attributes are important for action recognition performance. In
contrast, all the orderlets are discovered automatically by a data-driven process.

3 Orderlet

Suppose we have a training dataset withNR videos:R = {(Vi, yi), i = 1, 2, · · · , NR},
where yi ∈ {0, 1} refers to the label of the video. V = [I1, I2, · · · , IT ] refers to
a video sequence from a RGB-D camera, where It, t = 1, 2, · · · , T , is a video
frame.

3.1 Primitive Skeleton Feature

The pose of human skeleton provides strong cues to recognize human-object
interaction, as illustrated in Fig. 1. Thanks to [1], skeleton feature now can be
extracted from a RGB-D video sequence. For frame It, the skeleton information is
denoted as St = {st1, st2, · · · , stNS

}, where sti = (xti, y
t
i , z

t
i) refers to the coordinate

position of joint i on the t-th frame and NS = 20 is the total number of joints.
We propose three types of primitive features extracted from human skeleton:

– Pairwise joint distance:
λ(1) = ||sti − stj ||. (1)

– Spatial coordinate of a joint:

λ(2) = xti or yti or zti . (2)

– Temporal variation of a joint location:

λ(3) = ||sti − st−∆i ||, (3)
where ∆ denotes a time duration.

Pairwise joint distance feature (Eq. 1) can be used to describe the distance
between joint pair in one frame. One example can be found in Fig. 1 where the
distance between each pair of dots can be considered as one primitive feature.
Spatial coordinate feature (Eq. 2), on the other hand, is to describe the joint’s
coordinate position. For example, λ(2) = zi can be used to indicate which joint
is close to the camera. Finally, temporal variation of a joint location (Eq. 3)
describes the motion of one joint given a time period ∆. In general, primitive
features in Eq. 1, Eq. 2 and Eq. 3 are independent of time t.

We further denote Λ(f) as the complete primitive features of type f . Then,
we have |Λ(1)| = NS× (NS−1)/2, |Λ(2)| = NS×3, and |Λ(3)| = NS×N∆, where
N∆ refers to the number of time durations for Eq. 3.

3.2 Order Representation

There are large intra-class variations in the human actions. The same actions
performed by the same person may differ a lot in terms of speed and style, not
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to mention the actions performed by different people in different environments.
As a result, using the raw values of these primitive features is not robust.

Motivated by Fig. 1, instead of computing the raw values from the skeleton
primitive features, a small set of joints with special ordinal configuration should
be more meaningful for action recognition. As illustrated in Fig. 1, three joint
pairs are selected with red, green and blue color, respectively. Although the raw
values of the pairwise joint distance in Eq. 1 may be noisy for action classification,
the ordinal configuration among the three joint pairs is actually stable for each
specific human behavior. For example, for the talking-over-phone action, the red
joint pair has the smallest distance among the three pairs while, for reading
phone and using remote actions, the green and blue joint pairs should have the
smallest distance, respectively.

Order representation has been successfully employed in image indexing and
searching [2][3]. Inspired by the previous work, we propose a novel middle level
representation, called orderlets. Formally, we define a size-n orderlet p as:

p = (Op, k), (4)

where Op = [λ
(f)
i1
, λ

(f)
i2
, · · · , λ(f)in

] is a subset from Λ(f) and k is an index value
for the element of Op with the minimum value. f is denoted as the primitive
feature category. The response of orderlet p on video frame It is defined as

vp(It) =

{
1 λ

(f)
ik
≤ λ(f)ij

for all λ
(f)
ij
∈ Op

0 otherwise
(5)

Given a video sequence V with T frames, the representation of the video V
based on orderlet p is:

Vp(V) =

T∑
t=1

vp(It). (6)

3.3 Object Feature

Only using the skeleton feature is not sufficient to address the human-object
interaction recognition problem. For example, it is difficult to predict the action
if the actor is lifting his hand near the head position. It could be an eating
action if food is held in the hand, or a picking up phone call action if the phone
is in his hand. Thus, it is critical to utilize the object information for the action
classification.

Different from previous work, which either extracts the object feature from
the neighborhood of each joint position [4] or samples random patterns from
the RGB-D space [5], we propose to focus on the potential object positions.
Given the skeleton information, it is easy to model the object position relative to
skeleton joints for each action class. More specifically, during the training stage,
the distance between hand (both left and right) and object center is utilized for
each frame and a clustering is performed to obtain several frequent hand-object
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shifts. Also, frequent object sizes can be obtained by a clustering process on the
objects from the training data. For each testing frame, these frequent shifts and
scales can be used to generate a set of potential object positions.

For each potential object position, Local Occupancy Pattern (LOP) [4] is ex-
tracted to obtain the object shape information from the depth video. Specifically,
for each potential local region, it is partitioned into a grid withNb = Nx×Ny×Nz
non-overlapping cells. The number of cloud points is computed for each cell,
denoted as γ, and a sigmoid function is employed to obtain the occupancy in-
formation l = 1

1+exp(−βγ) , where β is a parameter. The concatenation of all the

occupancy information from each cell is the LOP feature: d = [l1, l2, · · · , lNb
].

Similar to skeleton feature in Section 3.2, the extracted LOP feature is further
encoded by the order representation. The LOP primitive feature can be defined
as:

λ(4) = ||d(i)− d(j)|| = ||li − lj ||, 1 ≤ i, j,≤ Nb, i 6= j. (7)

In total, we have |Λ(4)| = Nb × (Nb − 1)/2 such features. Based on the LOP
primitive feature in Eq. 7, we define LOP orderlets as in Eq. 4 of Section 3.2.
LOP orderlets can represent the comparative relationship among the primitive
shape feature of a subset of the grids, which is an important complementary
feature when skeleton is ambiguous or noisy. Based on the skeleton and object
orderlet representation, the next section will discuss how to obtain discriminative
orderlets for action recognition.

3.4 Orderlets Discovery

We present a feature mining approach to discover a pool of discriminative or-
derlets, whose response Vp in Eq. 6 is high for the positive videos but low for
the negative ones.

Initially, we have different kinds of primitive features, either from skeleton
feature or object feature. Let us take the pairwise joint distance feature (Eq. 1) as
an example. Suppose we have NS joints in the skeleton, then the total number
of pairwise joint distance is |Λ(1)| = NS × (NS − 1)/2. We start from size-
2 orderlet, which can be enumerated since the total number of candidates is
|Λ(1)| × (|Λ(1)| − 1)/2.

Given a size-2 orderlet p and a threshold θp, we can define a classification
function Fp,θp as follows:

Fp,θp(V) = 1(Vp(V) > θp), (8)

where Vp is the response of pattern p on video V as in Eq. 6 and 1(·) is an
identity function. To handle videos with different durations, a normalization
weight is added to each frame so that all the video sequences are normalized
to the same duration, denoted as NT . Thus, θp is the response threshold on
the normalized sequences. The optimal θp can be obtained by minimizing the
following classification error:

εp = min
θp

1

NR

NR∑
i=1

1(Fp,θp(V) 6= yi), (9)
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where yi ∈ {0, 1} is the label of the video. For simplicity, we denote Fp as the
orderlet classifier with parameter θp obtained from solving Eq. 9.

All the size-2 orderlets, denoted as T2, can be sorted based on the classi-
fication error defined in Eq. 9. To discard redundant orderlets, we remove the
orderlets which have large overlapping items with previous orderlets from the
sorted list. This can make our orderlet pool more diverse. Only those orderlets
at the top of the list, for example, εp < µ, are kept for further processing, where
µ is an error threshold. We denote this orderlet set as T ′2 . Given the size-2 or-
derlets in T ′2 , they can be easily extended to size-3 orderlet set T3 by adding
one more element from Λ(1) to the end of size-2 orderlet. Similarly, based on
Eq. 9, we select a subset of them with smaller classification error. This process
will continue until it reaches size-L orderlet. By generating size-(l+ 1) orderlets
from discriminative size-l orderlets, it can save us a lot of computational cost
since we do not need to enumerate all the size-(l+ 1) orderlets, but only extend
those size-l orderlets with smaller classification error.

We can apply the same algorithm to the other feature types as well. Note that
for spatial coordinate in Eq. 2, we require that all the items in one orderlet should
use the same coordinate type (x,y, or z). Thus the total number of candidates
for size-2 orderlets is: |Λ(2)| × (NS − 1). In general, Algorithm 1 is a description
of our orderlet discovery process. After the pattern discovery process, we have
an orderlet pool P(f) for each primitive feature f .

Algorithm 1 Orderlet Discovery

Input: Initial orderlet set T2, maximum orderlet size L
Output: Pattern Pool P(f)

1: P(f) := ∅
2: for l := 2→ L do
3: T ′l := {pj |pj ∈ Tl, εpj

< µ}
4: P(f) := P(f) ∪ T ′l
5: if l < L then
6: Tl+1 := ∅
7: for λ

(f)
il+1
∈ Λ(f) −Opj

where pj ∈ T ′l do
8: for k := 1→ l + 1 do
9: p∗ := ([Opj

, λ
(f)
il+1

], k)

10: Tl+1 := Tl+1 ∪ p∗

11: end for
12: end for
13: end if
14: end for

3.5 Boosting Orderlets

As we have four types of primitive features, after mining the discriminative order-
let from each category, the combined orderlet pool is P = P(1)∪P(2)∪P(3)∪P(4).
Now we need to further select and combine the discovered orderlets for action
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classification. AdaBoosting [6] is employed here due to its good performance on
feature selection and combination.

Given each orderlet p ∈ P, we have a corresponding weak classifier Fp(V) as
defined in Eq. 8. After the boosting stage, our final classifier can be computed
as:

g(V) = 1(

M∑
m=1

αm1(Fm(V) = 1) >

M∑
m=1

αm1(Fm(V) = 0) ), (10)

where M is the number of weak learners, Fm is the learned orderlet weak clas-
sifier, and αm is the weight for the m-th weak classifier Fm.

It is easy to extend our algorithm for multi-class action recognition. Suppose
we have C categories of actions, for each category, a binary one-against-rest
classifier is learnt. Then the testing video V is labeled as the category c∗ with
the maximum response:

c∗ = arg max
c

M∑
m=1

αcm(1(Fcm(V) = 1)− 1(Fcm(V) = 0)), (11)

where Fcm, c = 1, 2, · · · , C, is the m-th weak classifier and αcm is its corresponding
weight for the category c.

4 Online Action Recognition

Online action recognition performs real-time continuous prediction for on-going
testing sequence. Let us first consider two-class online action recognition. Dif-
ferent from the sequence-level score in Eq. 10, we define the frame-level score
as:

h(It) =

M∑
m=1

αmhm(It), (12)

where hm(It) is the response of orderlet pm (the selected orderlet for the m-th
boosting stage Fm(It)) on frame It:

hm(It) =
NT − θpm

NT
1(vpm

(It) = 1)−
θpm

NT
1(vpm

(It) = 0), (13)

where vpm
(It) is defined in Eq. 5. θpm

and NT are defined in Section 3.4. The

weights
NT−θpm

NT
and

θpm

NT
in Eq. 13 balance the positive and negative votes based

on the response threshold θpm
.

As it is unreliable to make a decision based on a single frame, temporal
smoothness is commonly applied to bring more robust result, e.g., by using a
fixed-length window. However, it is difficult to determine the optimal window
size since the action speed varies and different types of actions have different
durations. We thus propose to use a smoothing window with adaptive temporal
length. Since each frame votes a positive score for the target class and a negative
score for the other types of actions, at current frame t, we can search backward for
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a window with the largest accumulated score. Following the maximum subarray
search [23], we present an efficient forward sub-path search algorithm which can
determine the best score for the current frame without performing a backward
search for every frame. The idea is to maintain a best score S(Vt) for each frame
t:

S(Vt) = max( 0,S(Vt−1) + h(It) ), t > 1 (14)

where S(V1) = h(I1). If the best score is smaller than 0, it will be reset as 0,
indicating the start of new action. Intuitively, S(Vt) > 0 means one action is
continuing and S(Vt) ≤ 0 means no action is happening at current frame. This
can naturally split the testing sequence based on our score response defined by
Eq. 14.

For multi-class online action recognition, denote Sc(Vt) as the score for cat-
egory c, then the category with largest response c∗ = arg max

c
Sc(Vt) is the

prediction label.

5 Experiments

5.1 Action Recognition on Online RGBD Action Dataset (ORGBD)

Fig. 2. Sample frames of our Human-Object Interaction dataset. The first row is from
the depth stream and the second row is from the skeleton stream with the object
position marked with blue rectangle. The seven columns refer to drinking, eating, using
laptop, reading phone, picking up phone, reading book, and using remote, respectively.

As far as we know, there does not exist a benchmark dataset for cross-
environment and online action recognition with depth sensors. To that end,
we collect a new dataset which simulates the living room environment: “Online
RGBD Action dataset (ORGBD)”1. There are seven types of actions that peo-
ple often do in the living room: drinking, eating, using laptop, picking up phone,
reading phone (sending SMS), reading book, and using remote. All these actions
are human-object interactions. The bounding box of the object in each frame is
manually labelled. The object location labels are used only for training. Fig. 2
gives an illustration of the seven action categories.

Three sets of depth sequences are collected by using a Kinect device. The first
set, which is designed for action recognition in the same environment, contains

1 The dataset can be downloaded from
http://research.microsoft.com/en-us/um/people/zliu/ActionRecoRsrc/default.htm
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16 subjects and each subject performs every action two times. The second set
contains 8 new subjects which are recorded in different environments from the
first one. This set is used for cross-environment action recognition. In the third
set, each sequence consists of multiple unsegmented actions. This set is for real-
time online action recognition.

Same-Environment Action Recognition We first evaluate our algorithm
based on video sequences in the same environment: half-of the subjects in the
first set are used for the training and the other half subjects are used for test-
ing. 2-fold cross-validation is used and the mean value is reported in Table 1.
It shows the significant improvement if multiple features are combined together
compared with using a single feature. This verifies that our skeleton and object
features are complementary. In addition to using boosting to select the discrim-
inative orderlets, we also perform the experiment with linear SVM to learn the
weights for each orderlet. Table 1 shows that boosting works better than linear
SVM. Compared with the state-of-art algorithms [4, 17, 19, 27], our algorithm
has obvious performance advantage.

Method Accuracy

Pairwise joint distance only (Eq. 1) 0.633
Spatial coordinate only (Eq. 2) 0.544
Temporal variation only (Eq. 3) 0.455

Object feature only (Eq. 7) 0.464
All the features + Boosting 0.714

All the features + SVM 0.687

Skeleton + LoP [4] 0.660
DSTIP+DCSF [17] 0.617

EigenJoints [19] 0.491
Moving Pose [27] 0.384

All the features & Occlusion 0.546
EigenJoints [19] & Occlusion 0.169

Table 1. Comparison of recognition results on Human-Object Interaction Dataset.

Fig. 3 shows seven mined orderlets, one per action class, based on the pairwise
joint distance. Each pair of joints is marked with the same color. The joint pair
with red color refers to the minimum element index k which is defined in Eq. 4.
For instance, for the drinking action, if the red color pair is of the smallest
distance, then this orderlet will give a positive vote for the drinking action. The
pattern statistics of our mined classifier in Eq. 10 is shown in Fig. 4. The diagram
on the left shows the percentage of orderlets from each primitive feature type in
the final classifier. The statistics of the orderlet size is shown in the right diagram
of Fig 4. We can see that both skeleton and object orderlets have a strong effect
on our final classifier and most of the orderlets have size 2 or 3.

Next we test the robustness of our algorithm against missing joints caused
by occlusion or skeleton tracking module. With the Kinect device, it is difficult
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Picking phone Reading phone Using remote drinking eating Using laptop Reading book 

Fig. 3. Examples of mined orderlet based on pairwise joint distance. Different skeleton
pairs are marked with different color.
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Fig. 4. Pattern statistics for our final classifier.

to capture partial occlusion data because the occlusion of a subset of the joints
may cause the skeleton tracking to fail on all the joints. So we simulate the
occlusion scenario by randomly selecting 4 skeleton joints and consider them as
being occluded (setting their coordinates to be 0). The results are shown at the
bottom of Table 1. We can see that our algorithm works much better than the
global skeleton feature [19]. This is because most of the orderlets involve only a
small number of joints.

Cross-Environment Action Recognition To test the robustness and gen-
eralization capability of our algorithm, we use the 8 new subjects from the sec-
ond set of our human-object interaction dataset for testing. The 16 subject-
s in the first set are used for training. The recognition results are shown in
Table 2. We can see that our algorithm is more robust than [4, 17, 19, 27] for
cross-environment action recognition.

Method Accuracy

All the features 0.661

Skeleton + LoP [4] 0.598

DSTIP+DCSF [17] 0.215

Eigenjoints [19] 0.357

Moving Pose [27] 0.285

Table 2. Comparison of cross-environment recognition results.

Action Prediction on Segmented Videos Action prediction [18] on seg-
mented video sequences is tested to evaluate the latency of our algorithm. We
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follow the setting in Section 5.1. Fig. 5 shows the result of our algorithm. Ob-
viously, our algorithm has significant advantages over DSTIP+DCSF [17] and
Moving Pose [27] especially when the observation ratio is lower than 40%. To
implement [17], 500 interest points are extracted from each depth sequence and
clustered based on a vocabulary with 1000 words. From Fig. 5, we can see that
our algorithm performs very well even when only 10% to 20% of the frames
are observed. This is an indication of the effectiveness our object feature. When
more frames are observed, the skeleton feature helps to improve the prediction
results.

10 20 30 40 50 60 70 80 90 100
0

0.2

0.4

0.6

0.8

Observation Ratio (%)

A
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Ours (All Features)
DSTIP+DCSF [17]
MovingPose [31]

Fig. 5. Comparison of action prediction results.

Continuous Action Recognition Different from action prediction in previous
subsection, which requires to know the start frame of the action, our algorithm
can also be used for online action recognition on unsegmented video. We collect
36 unsegmented action sequences from 12 new subjects. There are three unseg-
mented sequences for each subject. Each sequence consists of multiple actions.
Seven categories of human actions as well as the background action (none of the
seven actions) are recorded continuously. The duration of these video sequences
lasts from 30 seconds to 2 minutes. Among the 36 continuous sequences, there are
123 actions from the seven categories and the percentage of background frames
(without any of the seven actions) is around 30%. For evaluation purpose, we
manually label each frame of the video sequences but the boundary between two
consecutive actions may not be very accurate since it is difficult to determine
the boundary.

We train our model on the segmented data as described in Section 5.1 plus ad-
ditional background action sequences. The 36 continuous videos are used for test-
ing. Our algorithm can process around 25 frames per second with un-optimized
code on a normal desktop PC.

Table 3 compares our algorithm with [17, 19, 27] based on frame-level accura-
cy, i.e., the percentage of frames which are correctly classified. To utilize [17] for
online action recognition, we extract 3 DSTIPs in average from each frame and
make a decision based on the histogram in a sliding window of 100 frames long.
Similarly, [19, 27] are also modified to make a prediction based on a 100-frame
sliding window. The results are shown in Table 3. We can see that our algorith-
m performs significantly better than the baselines [17, 19, 27] on the continuous
action recognition.
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Method Accuracy

Our algorithm 0.564

DSTIP+DCSF [17] 0.321

EigenJoints [19] 0.236

Moving Pose [27] 0.50

Table 3. Comparison of online action recognition results based on frame-level accuracy.

Actually, there is a latency between the our prediction and the ground-truth.
Fig. 6 gives a latency analysis of our algorithm. 61 actions out of 123 non-
background actions, which have more than 50% overlap with ground-truth, are
evaluated. Y-axis refers to the average ratio of the number of frames that have
passed until our algorithm first gives a positive prediction over that action’s
duration. Clearly, our algorithm has a very short latency. Most of the time, it
gives a correct prediction when less than 25% of the sequence is observed.
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Fig. 6. Latency Analysis. Y-axis refers to the percentage of frames passed until our
algorithm can make the positive prediction.

5.2 Action Recognition on MSR Daily Activity 3D Dataset

The MSR Daily Activity 3D dataset is collected in an indoor environment with
sixteen categories: drink, eat, read book, call cellphone, write on a paper, use
laptop, use vacuum cleaner, cheer up, sit still, toss paper, play game, lie down
on sofa, walk, play guitar, stand up and sit down. There are 10 subjects and each
subject performs each action twice, one in sitting pose and the other in standing
pose.

Continuous Action Recognition To test continuous action recognition on
MSR Daily Activity dataset, we use the videos from half of the subjects for
training and the other half for testing. Similar to Section 5.1, frame-level accu-
racy is employed to evaluate the performance of action recognition based on all
the frames till the current frame. As shown in Table 4, our algorithm obtains
promising results compared with the baselines on the task of continuous action
recognition.
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Method Accuracy

Our algorithm 0.601

DSTIP+DCSF [17] 0.246

EigenJoints [19] 0.470

Moving Pose [27] 0.452

Table 4. Comparison of continuous action recognition results on MSR Daily Activity
Dataset. Frame-level accuracy is used for evaluating the performance.

Batch Action Recognition For the batch action recognition, we follow the
standard evaluation setting: half of the subjects are used for training and the
other half are used for testing. Table 5 shows the action recognition results. Since
many of the categories in MSR Daily Activity dataset do not contain objects
interacted with human, our algorithm is only based on skeleton feature. To
make it fair for comparison, we mainly compare with the algorithms on skeleton
feature [27] and [4] (skeleton only). Although our algorithm is not as good as [4]
which is based on both skeleton and depth features on batch action recognition,
[4] cannot be applied for the continuous action recognition due to the batch
feature representation.

Method Accuracy

Our skeleton Feature 0.738

Skeleton in [4] 0.68

Both Skeleton and Depth in [4] 0.8572

Moving Pose [27] 0.738

Table 5. Comparison of batch action recognition results on MSR Daily Activity
dataset.

6 Conclusion

In this paper, we proposed a novel middle level representation, called orderlet-
s, for recognizing human-object interactions. An orderlet captures the ordinal
patterns among a group of low-level features. It can be applied to skeletons
to encode inter-joint coordinations as well as depth maps to encode the objec-
t’s shape information. An orderlet mining algorithm is presented to discover
the most representative orderlets from an extremely large pool. A boosting tech-
nique is developed to combine the discriminative orderlets for action recognition.
Experiments on cross-environment action recognition, occlusion handling, and
online action recognition demonstrated the effectiveness of this new representa-
tion.

2 This result (0.857) of [4] is obtained based on both the skeleton and depth streams
while the other algorithms only rely on the skeleton features.
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