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Abstract. We propose a saliency model to estimate the task-driven eye-
movement. Human eye movement patterns is affected by observer’s task
and mental state[1]. However, the existing saliency model are detected
from the low-level image features such as bright regions, edges, colors,
etc. In this paper, the tasks (e.g., evaluation of a piano performance) are
given to the observer who is watching the music videos. Unlike existing
visual-based methods, we use musical score features and image features
to detect a saliency. We show that our saliency model outperforms ex-
isting models that use eye movement patterns.

1 Introduction

Yarbus suggested that human eye-movement patterns are modulated top down
by different task demands[1]. After that, many works had showed the relation-
ship between eye-movement patterns and cognitive factor[2][3][4]. From these
analyses, Itti et al .[4] proposed two hypotheses which are called the saliency hy-
pothesis with relation to eye-movement. Hypothesis 1 is that the eye-movement
patterns is affected by the task such as driving. Hypothesis 2 is that human
gazes at the area which has the saliency of color, edge and the intensity when
they are not given the task. The method for the estimation of the task such as
the documents in reading [5] using eye-movement patterns is proposed based on
hypothesis 1. However, no method is proposed that estimates the eye-movement
patterns for different tasks from the image . On the other hand, based on hy-
pothesis 2, Itti et al .[6] proposed the method for the estimation of the ”saliency”
area where human gazed in terms of the image feature such as color, intensity
and orientation. However, the existing saliency model are not considered the
hypothesis 1.

Our goal is to detect the image saliency so that we can estimate the task-
driven eye-movement. In this work, we give the observers two tasks when viewing
the music videos. Task 1 is to evaluate the piano performance, and task 2 is to
grasp the melody of the performance. These tasks are affected by the cognitive
factor related to music. We can introduce the cognitive factor to the evaluation
of the musical sense that can be obtained in the musical education. Thus, we
need to show the relationship between the cognitive factor and the eye-movement
patterns related to music. In accordance with above, we should consider our tasks
as well as the conventional image feature when constructing the saliency model.
In addition, the observers listen to the sound as well as viewing the image in
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Fig. 1.Our saliency model adding the musical information. (a) Our saliency model(blue
line), the ground truth(red line). (b) The striking key on the keyboard. (c) The striking
key on the musical score (red box).

our tasks. So, we expect that the eye-movement is affected by the music video
including the sound and the tasks.

Although most of existing saliency models are detected from the low-level
image features, the saliency affects the observer’s knowledge (e.g., the musical
sense in this work) to the observation object and the cognitive factor. In this
paper, we propose a novel saliency model that is added the information of the
musical score in order to achieve our goal as shown in Fig.1(a). The musical
score has a lot of information necessary for the performance such as the musical
note, the dynamics, and so on, and the performance is conducted in accordance
with the musical score. We therefore can add more information related to the
performance by using the musical score information than the sound information,
and we expect to obtain the saliency related to the knowledge of the music. In
this paper, we add the information of the musical note (as shown in Fig.1(b),(c))
to the conventional saliency map that is proposed by Itti et al .[6] who detected
the saliency using the image feature and that is the state-of-the-art proposed
by Yang et al .[7]. Next, we evaluate the proposed saliency model. Our goal is to
construct the saliency model for the estimation of the task-driven eye-movement,
so we use the task-driven eye-movement as the ground truth in the evaluation.
The method where the eye-movement is used for the estimation of the saliency
map that is detected from the video is proposed [8]. However, Riche et al .[8]
used the eye-movement that was not considered the task. Thus, considering the
task in this paper, we construct the dataset which is constituted by the eye-
movement and the music video of our task. We treat this dataset as the ground
truth and show the effectiveness of the proposed method by the measure for
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the evaluation which is proposed in [8]. The contributions in this paper are as
follows. (1)We propose the saliency model for the task-driven eye-movement.
(2)We add the information which is not the image feature as well as the image
feature to the saliency model. (3)We introduce the musical information in the
form of the musical note to the saliency model of the music video. (4)We treat
the eye-movement which is observed in our tasks as the ground truth when
evaluating the saliency model.

The rest of the paper is organized as follows. Section 2 is described the
problem setting. Section 3 is described the proposed saliency model. Section
4 is described the dataset for the evaluation of the saliency model. Section 5
demonstrates experimental results. Section 6 is described the discussion and
Section 7 is the conclusion.

2 Problems

Our goal is to detect the saliency for the estimation of the task-driven eye-
movement. First, we describe the task setting, and then, we describe the saliency
model based on the image feature that is baselines of our work.

2.1 Task Setting

Yarbus[1], Henderson[2], Angelusa[3] and Itti[4] gave the observers some tasks
when observing a still image, and measured the eye-movement. In this paper,
we gave the observers two tasks as follows in order to observe the task-driven
eye-movements.

– Task 1: To evaluate the piano performance.

– Task 2: To memorize the music.

We consider that these tasks are affected by the musical discipline of the ob-
servers. So, the observers have the experience of learning to play the piano for
more than one year in this paper. They are considered to have more chances
of developing the musical sense than someone who has never learned the piano.
The music videos in our work are related to the piano performance and collected
from the video site ”You Tube”. We perform the previous measurement for our
work. In the previous measurement, we measured the gaze behavior in watching
the music video without observer’s head fixed. The music video included whole
body of the performer, and the video was taken from the right side of the per-
former. The music video also included the sound of the piano performance. The
length of the video was 1 minute and the part of the tune was used. We found
as follows in the previous measurement. First, since the observer’s head was not
fixed, the change of face direction and the range of movement of the observer’s
head was not restricted. We therefore consider that the accurate position of the
gaze point was not obtained by the eye tracker. Second, most observers paid
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attention to the head of the performer. Third, observers tended to gaze at the
center of the frame or a certain location as the time passed. According to the
previous measurement, we selected the videos that meets the following condi-
tions. (1)The music video includes the sound of the piano performance. (2)The
music video was taken by the fixed camera. (3)The music video was taken from
the position where the keyboard and the performer’s hands are seen (Fig.1(a)).
(4)The head of the performer is not seen in the video. (5)The person in the
video is only the performer. There are no restrictions to the performer, music,
the background of the video and piano. The performer basically play the piano
according to the musical score. The observers also have difficulty in recognizing
the motion of all of the fingers, so the ambiguity of the musical score and the
sound is not considered in this paper. We use the eye-movement of the observers
in two tasks as the ground truth to evaluate the saliency model. However, the
ground truth is obtained by the eye-movement of some observers as is the case
in [2][3][4].

2.2 The saliency map based on the image feature

There are many works where the saliency is detected by the image feature based
on the saliency hypothesis 2. These works are divided into two types. One is
the saliency model for the estimation of the fixation points from the natural im-
ages[6][9][10][11]. The other is the saliency model for the detection of the salient
object in the image[7][12][13]. We use the saliency models proposed by Itti[6]
and Yang[7] (the state-of-the-art) as the baselines and add the score feature to
these baselines. We also describe each baseline. Itti constructed the three fea-
ture maps (intensity, color, orientation), and summed them to obtain the saliency
map. Since we use the video, the optical flow is added as the dynamic feature.
Yang constructs the graph where each superpixel extracted from the image is
used as the node. First, these nodes are compared with the nodes of four sides of
the image (the top, bottom, left and right of the image) as labeled background
queries, and compute the salient nodes based on their relevances (i.e., ranking
score) to those background queries, so that the labeled maps of each side are
obtained. Then, these four labeled maps are integrated to generated a saliency
map. Second, the labeled foreground nodes are taken as saliency queries, and the
saliency of each nodes is computed based on the relevance to foreground queries
for the final map.

3 Our Approach

In this section, we describe the proposed saliency of the music video that includes
the musical score information.

3.1 The saliency adding the musical score feature

In this paper, we consider the image feature extracted from the music videos and
the score feature S extracted from the musical score corresponding to the music
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video frame. We use these features to construct the proposed saliency model of
the music videos. We do not intend to match the musical score to the striking
keys in the musical video, so we do by hand. The automation of matching the
musical score to the striking keys in the video is possible by the digital piano.

The musical score feature:
We extract the score feature from the musical score. The method for extraction is
as follows. In this paper, we use the musical score as the musical feature. First, we
related the notes on the score to the striking keys by using the virtual keyboard.
The virtual keyboard has 52 white keys whose size are 75pixels×5pixels and 36
black keys whose size are 25pixels × 5pixels. The position of keying is defined
as the center of each key. We transform the position of the notes on the virtual
keyboard to the position of the keyboard in the music video. We also generate
the normal distribution whose mean is the center of each position of keying. We
consider the view angle of the visual field (0-5 degrees from the center of the
visual field), so we define the variance as 20 pixels of this normal distribution[14].
In this way, we can obtain the feature map of the musical note.

Our model based on Itti’s method:
We construct the image feature map (the color feature map C, the orientation
feature map O, the intensity feature map I, the dynamic feature map M) from
the image as is the case in [6]. Next, we summed these image feature maps and
the musical score feature map with the weighted linear combination as following
formula,

SalItti+S = a1C + a2O + a3I + a4M + a5S, (1)

wherein ai(i = 1, . . . , 5) is the weight of each feature map (as shown in Table
2). Fig.2(a) is an example of the saliency calculated by Itti ’s method, Fig.
2(b) is an example of the saliency map where the optical flow is added as the
dynamic feature, Fig. 2(d)(e) are examples of the proposed saliency maps where
the musical score feature is added.

Our model based on Yang’s method:
We also calculate the saliency by the Yang ’s method. In Yang’s method, the
superpixels are extracted from the image as the node, and the salient region is
detected using the graph-based ranking score of each node. We add the musical
score feature to the ranking score defined as following formula.

f∗ = (D − αW )−1y, (2)

where f∗ is the ranking value of each node, W = [wi,j ]n×n is an affinity matrix
of the nodes, D = diagd11, . . . , dnn is the degree matrix, where dii =

∑
j wij,

and yi is whether the nodei is the query. We add the musical score feature to
the ranking value. First, we split the musical score map into the superpixels
that are the same as that of the frame of the music video. The resolution of the
musical score map is the same as that of the music video frame. We also compute
the average of each superpixel of the musical score map, so that we obtain the
musical value MV for each superpixel. We use the normalized value of MV and
compute a new ranking score as follows,

fnew∗
i = f∗

i ·MVi. (3)
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(a) (b)

(c)

(d)

(e) (f)

Fig. 2. The saliency map.(a) is the map proposed by Itti, (b) is the proposed map
based on (a), (c) is the map which adds feature of the optical flow to (a), (d) is the
proposed map based on (d) (e) is the map proposed by Yang, (f) is the proposed map
based on (e)

We obtain the four labeled maps (the query of each map is the top, bottom, left
and right of the image) and integrate them to obtain the saliency map based on
the ranking score fnew∗

i . Fig. 2(c) is an example of the saliency calculated by
baseline of Yang, Fig. 2(f) is an example of the proposed saliency map where
the musical score feature is added.

4 DataSet

Our saliency model is task-driven, and the evaluation of our model needs the
ground truth of the task driven eye-movements. For overt attention and the
detection of eye fixation positions, the ground truth of human attentional be-
havior can be measured using an eye tracking device. The eye tracker provides
the binocular gaze point at a joint sampling frequency of 60 fps. The framerate
of the viewing video is 30 fps with a resolution of 640× 480 pixels. The dataset
has been proposed that includes the video and the eye tracking data. However,
the task is not given to the observers in the existing dataset, and the video in
the dataset does not include the sound. We therefore construct the dataset of
the saliency in order to estimate the task-driven eye-movement. The observers
consist of 12 observers who have learned the piano and 10 observers without
the experience of a piano performance. The observer are 18 to 32 years old,
both males and females. The number of years of learning the piano is 1 to 21.
In addition, a professional artists is not contained in the observer. The time of
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Table 1. The dataset of the gaze data.

Dataset contents� �
–The serial data ( the frame counter, XY coordinate, data of gazing points, pupil
diameter)
–The viewing image with gazing points
–The questionnaire� �
Subjects� �
–22 subjects of 12 experienced person and 10 inexperienced person� �
Video The Subjects Watched� �
–10 music videos(Each video is 30 seconds)
–Tune list(Number of tune, Name of classical composer, Title of tune, Degree of
the visibility of the tunes)
No.1, Beethoven,Fur Elise，2.425．
No.2,Chopin,Nocturne Op.9-2,1.93.
No.3,Beethoven,Piano Sonata No.17 ”Tempest”,1.27.
No.4,Rubinstein,Op.44,No1,1.04.
No.5,Schumann = Liszt, Widmung,1.14.
No.6,Chopin, Etudes Op.10-8,1.04.

� �
each music video was about 30 seconds. We give the observers following two
tasks. Task 1 is to evaluate the performance by five levels in four items (e.g,
the mellifluence, the strength of sound, the accuracy of keying, the rhythm of
the performance). Task 2 is to memorize the tune and select the score of the
performed tune from three scores on the display after watching the music video.
The observers watched eight videos in task 1 and two videos in task 2. Each
video is 30 seconds. We measured the eye-movement of the observers in each
task. The music videos were collected from ”You Tube” and met the conditions
as described in Sec.2.1. The detail of the music videos is shown in Table 1. We
also asked the visibility of each tune in three levels (ex.,unknown tune, known
tune, played tune) to the observers. Since the musical sense developed in the
musical discipline is considered in particular, we used the tune with high visibil-
ity among the observers. Additionally, we describe the generation of the ground
truth of the task-driven eye-movements as shown in Fig. 3. The ground truth is
the distribution of the gaze data of the observers in watching the music video,
and generated per frame. We first overlap the visual fields of all the observers
with the music video frame. Humans recognize the object in the viewing area
centering on the gaze point. The area where human can visualize the object ac-
curately is restricted because of the structure of the retina. The visual angle of
this area is known as 0 to 5 degrees. However, the method for estimation of the
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(a)

(b)

(c)

Fig. 3. The ground truth.(a)The gaze position is obtained per frame. (b) The visual
fields overlapped on the music video frame. (c) The ground truth obtained by bina-
rization of the map(b).

accurate visual fields individually has not been established yet, so many works
define the visual fields as the circular area. We also approximate the visual fields
as follows,

Rcm = d× tan(
θ

2
× π

180
), (4)

Rpx = Rcm × wpx

wcm
, (5)

where Rcm and Rpx represent the radius of the visual fields in centimeters and
in pixels, θ represents the visual angle of the visual fields, wcm represents the
width of the display in centimeters, wpx represents the width of the music video
frame in pixel. In our work, θ was 5degree, wcm was 59.79 cm, wpx was 1920
pixels. From these parameters, Rpx was 59 pixels. The visual fields of all the
subjects were overlapped with one frame and binarized, so that we can obtained
the ground truth. The threshold for binarization was 0.7 of the maximum of the
overlapped frame[8].

5 Experiments

We evaluate three baselines and three our methods by comparison between the
saliency map and the ground truth per frame of the music video. We use the
tune with high visibility that is well-known among the observers.

5.1 Evaluation metric

For the evaluation of the saliency map, we used Normalized Scanpath Saliency
(NSS)[15], the Correlation Coefficients (CC)[16], the area under the Receiver
Operating Characteristics (AUC-ROC)[17], and precision, recall, F-measure as
the evaluation value.

Normalized Scanpath Saliency(NSS)
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For computing the NSS value, the saliency map was linearly normalized to have
zero mean and unit standard deviation. NSS is obtained as following,

NSS =
n∑

i=1

s(xh
i , y

h
i )− µs

σs
, (6)

where s(xh
i , y

h
i ) is the normalized saliency value of the locations of the ground

truth, µs and σs are the mean and variance of the normalized saliency map.
A value greater than zero suggest that the saliency map correspond to the eye
position of the ground truth, a value of zero indicates no correspondence between
the saliency map and the ground truth, and a value less than zero indicate an
anti-correspondence.

Correlation Coefficients(CC)
CC is obtained as follows,

CC(s, h) =
cov(s, h)

σsσh
, (7)

where s is the map of the ground truth, h is the saliency map, σs and σh

are the variance of each map. The value close to 1 indicates that the saliency
map correspond to the ground truth map, the value close to 0 indicates no
correspondence between the saliency map and the ground truth, and the value
close to -1 indicates an anti-correspondence.

the area under the Receiver Operating Characteristics(AUC-ROC)
ROC curve is the signal detection theory. First, fixation pixels of the ground
truth are positive set, and the same number of random pixels are chosen from
the saliency map as the negative set. The saliency map is then treated as a
binary classifier, and all points above threshold indicates positive samples and
all points below threshold indicates negative samples. By plotting true positive
rate vs. false positive rate for any particular value of the threshold, an ROC
curve can be drawn and the Area Under the Curve(AUC) computed. An ideal
score is one while random classification provides 0.5.

Precision, Recall, F-measure
We use precision, recall and F-measure for the evaluation. In order to calculate
these values, we determined the adaptive threshold to binarize the saliency map.
The threshold is obtained as follows[18],

Tα =
α

W ×H

W−1∑
x=0

H−1∑
y=0

S(x, y). (8)

The adaptive threshold is α times the mean saliency of the music video frame.
α is 1 to 5 and we adopted the F-measure value where the mean of F-measure
of 6 saliency models is the highest in the level of α. F-measure is described as
follows.

Fβ =
(1 + β2)Precision×Recall

β2 × Precision+Recall
. (9)

We use β2 = 0.3 to weigh precision more than recall[18].
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5.2 Result

Table 2. The weight of each saliency model based on Itti’s method

Parameter
Intensity Color Orientation Motion Score

Itti(Baseline) 0.33 0.34 0.33 0 0

Itti+M(Baseline) 0.3 0.3 0.2 0.2 0

Itti+S(w1) 0.3 0.3 0.2 0 0.2

Itti+M+S(w1) 0.25 0.25 0.15 0.2 0.15

Itti+S(w2) 0.25 0.25 0.25 0 0.25

Itti+M+S(w2) 0.2 0.2 0.2 0.2 0.2

Itti+S(w3) 0.2 0.2 0.2 0 0.4

Itti+M+S(w3) 0.15 0.15 0.15 0.15 0.4

In this section, we evaluate the baseline models and our proposed models
by the evaluation values above stated. As the ground truth, we used the gaze
behavior when watching the part of the tune ”Fur Elise (Beethoven)” as shown
in Table 1 whose visibility was high among the observers. We also set the weight
of our saliency models based on Itti’s method as shown in Table 2. From the
result shown in Table 3, our models adding the musical score feature outperform
the baselines that are constructed from the image feature. From the 7th to 10th
row in Table 3 are our saliency models that weights the music score map more
than the image feature as shown in Table 2. From the result, the evaluation
values increase as the weight of the musical score map is large. Additionally, our
saliency model of ”Itti+M+S(w3)” outperform the score map in most values.
This indicates that we need not only the musical score feature but also the
image feature in order to construct the saliency map of the music video. As for
the threshold (the formula 8), the F-measure value is the highest when α is 3.
We therefore use that threshold for the following evaluation.

6 Discussion

In this section, we also evaluate the saliency map under some condition, and
discuss the result. First, we generate the ground truth from the gaze behavior
of the inexperienced subjects. In our work, we consider that everyone has the
possibility of having the musical sense. We therefore measured the gaze behav-
ior of the inexperienced subjects in watching the music video, and evaluated the
saliency maps using that ground truth. The result is shown in Table 4. Compared
to the baselines that are constructed from the image feature, our saliency models
that are added the musical score feature give high values. Our saliency model
based on Itti’s method gives high values when the musical score feature map is
weighted more. From this result and Table 3, we consider that the musical score
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Table 3. Result of the evaluation of the saliency maps

AUCROC CC NSS F-measure Precision Recall

Itti(Baseline) 70.3% 0.105 0.65 6.91% 6.57% 9.64%

Itti+M(Baseline) 73.6% 0.127 0.779 1.8% 2.13% 1.38%

Yang(Baseline) 84.2% 0.299 1.85 9.8% 10.8% 11.5%

Itti+S(w1) 84.2% 0.24 1.49 19.4 21.1% 17.8%

Itti+M+S(w1) 86.1% 0.256 1.59 18.5% 27% 10.7%

Yang+S 76.7% 0.174 1.03 5.35% 9.21% 2.8%

Itti+S(w2) 84.7% 0.259 1.61 22.2% 21.8% 26.3%

Itti+M+S(w2) 86.8% 0.280 1.74 24.1% 27.1% 20.2%

Itti+S(w3) 85.8% 0.321 2.23 24.3% 24.2% 40.1%

Itti+M+S(w3) 87.7% 0.354 2.22 26.5% 24.3% 41.1%

Score Map 75.2% 0.355 2.23 22.0% 18.6% 60.0%

Table 4. The result of the evaluation of the saliency maps (the ground truth is gener-
ated from the gaze behavior of the inexperienced subjects).

AUCROC CC NSS F-measure Precision Recall

Itti(Baseline) 67.7% 0.078 0.47 3.3% 3.3% 4.4%

Itti+M(Baseline) 73.1% 0.11 0.70 0.9% 1.3% 0.6%

Yang(Baseline) 85.2% 0.28 1.82 5.5% 5.3% 9.1%

Itti+S(w1) 82.5% 0.21 1.34 16.8% 18.4% 15.2%

Itti+M+S(w1) 86.1% 0.24 1.56 17.6% 25.3% 10.4%

Yang+S 77.3% 0.16 1.00 3.3% 6.3% 1.9%

Itti+S(w2) 82.7% 0.23 1.47 19.1% 18.9% 22.8%

Itti+M+S(w2) 86.5% 0.26 1.69 22.0% 24.5% 19.4%

Itti+S(w3) 83.8% 0.29 1.87 22.9% 21.2% 36.8%

Itti+M+S(w3) 87.1% 0.34 2.16 24.1% 22.2% 39.7%

Score Map 74.5% 0.34 2.18 20% 17.0% 58.6%
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Table 5. The result of the evaluation of the saliency map. Case 1 is the result that the
saliency map includes the musical information of the current tunes and a subsequent
tunes. Case 2 is the result that the saliency map includes the musical information of the
current tunes, a subsequent tunes and a previous tunes. Case 3 is the result that the
saliency map includes the current tunes and 2 subsequent tunes. Case 4 is the result
that the saliency map includes the current tunes, 2 subsequent tunes and 2 previous
tunes.

Case Method AUCROC CC NSS F-measure Precision Recall

Itti+S(w3) 88.1% 0.33 2.02 24.0% 21.9% 38.5%

1
Itti+M+S(w3) 89.6% 0.36 2.23 24.5% 22.2% 40.9%

Yang+S 90.1% 0.27 1.63 11.0% 9.2% 39.2%

Score Map 78.0% 0.38 2.32 21.5% 19.1% 66.8%

Itti+S(w3) 88.5% 0.33 2.05 24.5% 22.6% 38.1%

2
Itti+M+S(w3) 90.2% 0.37 2.28 25.3% 23.3% 39.4%

Yang+S 88.4% 0.26 1.55 10.9% 9.1% 39.6%

Score Map 82.5% 0.38 2.39 23.0% 19.1% 77.6%

Itti+S(w3) 84.8% 0.28 1.68 19.6% 18.2% 29.0%

3
Itti+M+S(w3) 86.7% 0.31 1.87 20.7% 19.2% 31.3%

Yang+S 88.6% 0.27 1.62 13.4% 11.0% 54.2%

Score Map 72.4% 0.29 1.75 18.6% 15.6% 56.4%

Itti+S(w3) 85.2% 0.28 1.68 18.4% 17.0% 28.5%

4
Itti+M+S(w3) 87.5% 0.31 1.86 19.2% 17.6% 29.9%

Yang+S 89.5% 0.25 1.54 9.9% 8.1% 40.9%

Score Map 73.9% 0.29 1.76 18.0% 15.0% 59.0%
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feature other than the image feature can detect the saliency that is close to the
observed gaze behavior when watching the music video. The evaluation value of
the Table 4 tends to be lower than that of the gaze behavior of the experienced
subjects. We consider that the experienced subjects watched the piano perfor-
mance with attention to the performer’s hands and the tune. Regardless of the
experience of learning the piano, the recall of the musical score map and the
saliency map where the musical score map are weighted is high, which shows
that the area where the ground truth correspond to the score feature map is
large, but the salient area detected by the image feature does not correspond to
the ground truth.

Second, we generated the musical score map for four patterns, where the
number of notes are different as follows,

– Case 1: The score feature is extracted from the striking keys and one note
after the striking keys.

– Case 2: The score feature is extracted from the striking keys and one note
before and after the striking keys.

– Case 3: The score feature is extracted from the striking keys and one and
two notes after the striking keys.

– Case 4: The score feature is extracted from the striking keys and one and
two notes before and after the striking keys.

In each case, we weigh the striking keys more than other notes. We use these
musical features to construct our proposed saliency models. The result of the
evaluation is shown in Table 5, where the ground truth is generated by the gaze
behavior of the experienced subjects. The evaluation values of Case 1 and Case
2 outperform the result of Table 4. We therefore find that we can obtain more
appropriate model to the eye-movements in our tasks by adding the musical
notes other than the striking keys as the musical score feature. However, most
of the evaluation values in Case 3 and Case 4 are lower than that of Case 1 and
Case 2. To add the musical notes as the musical score feature leads to expand
the salient area, which increases the area corresponding not to the ground truth.

7 Conclusion

We proposed the task-driven saliency model of the music video. We added the
musical score map generated from other than the image feature, and constructed
the saliency model based on the baselines constructed from the image feature.
The proposed saliency models were evaluated by comparison to the ground truth
that was generated the gaze behavior when watching the music video, and we
showed that the musical score feature as well as the image feature are needed for
detecting the saliency of the music video. In this paper, we used the musical notes
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as the musical information. However, other information related to the musical
sense is possibly preferable to detect the task-driven saliency of our tasks, such
as the sound intensity, the rhythm, and so on. Additionally, the ground truth
was generated by the observer having learned the piano more than one year
because we consider that they have relatively many chances of developing the
musical sense. However, we should consider other information that is related to
the musical information except the experience of learning the piano.
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