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Abstract. Gait has been shown to be an effective feature for person
recognition and could be well suited for the problem of multi-frame per-
son re-identification (Re-ID). However, person Re-ID poses very unique
set of challenges, with changes in view angles and environments across
cameras. Thus, the feature needs to be highly discriminative as well as
robust to drastic variations to be effective for Re-ID. In this paper, we
study the applicability of gait to person Re-ID when combined with color
features. The combined features based Re-ID is tested for short period
Re-ID on dataset we collected using 9 cameras and 40 IDs. Additionally,
we also investigate the potential of gait features alone for Re-ID un-
der real world surveillance conditions. This allows us to understand the
potential of gait for long period Re-ID as well as under scenarios where
color features cannot be leveraged. Both combined and gait-only features
based Re-ID is tested on the publicly available, SAIVT SoftBio dataset.
We select two popular gait features, namely Gait Energy Images (GEI)
and Frame Difference Energy Images (FDEI) for Re-ID and propose a
sparsified representation based gait recognition method.

1 Introduction

Person re-identification (Re-ID) is a fundamental task in multi-camera track-
ing and other surveillance applications. Re-ID is defined as a problem of person
recognition across videos or images of the person taken from different cameras.
Beyond surveillance, it has applications in robotics, multimedia, and more pop-
ular utilities like automated photo/video tagging or browsing [1]. Re-ID has
been a topic of intense research in the past six years [2–8]. Most of the current
approaches rely on appearance-based similarity between images to establish cor-
respondences. The typical features used to quantify appearance are low-level
color and texture extracted from clothing. A review of appearance descriptors
for Re-ID is presented in [9]. However, such appearance features are only stable
over short time intervals as people dress differently on different days. In case of
large temporal separation or long-period Re-ID, more stable person descriptions
based on unique features like biometrics are needed. Biometrics like face and gait
have been shown to have tremendous utility in person recognition/identification
applications [10, 11]. However, leveraging biometrics for Re-ID has its own chal-
lenges.
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Re-ID data comes from uncontrolled environments with non-cooperative sub-
jects where face of a person will not always be visible. Further, the data is often
low quality due to low sensor resolutions and low frame rates. If the face is visi-
ble, it varies greatly in pose, facial expressions, and illumination conditions. All
these factors make capturing reliable facial data and subsequent face recognition
very difficult. Even though the state-of-the-art face recognition techniques yield
high recognition rates, it is important to note that these results are obtained
on high resolution data captured under controlled lighting and pose settings.
Automated facial recognition on low resolution images under variations in pose,
age and illumination conditions is still an open problem [12, 10].

(a) (b)

Fig. 1. Images from SAIVT SoftBio dataset and extracted silhouettes of the same
person from different cameras, (a) images with visible face regions, (b) images without
visible face regions.

Gait is a behavioral biometric that has been effective for human identifi-
cation [11]. Gait is especially suited for Re-ID as it can be extracted by non-
obtrusive methods and does not require co-operative subjects. Figure 1 shows
images and corresponding silhouettes of the same person taken from different
cameras. In figure 1 (a) the person’s face is visible but not in figure 1 (b). This
situation occurs frequently in surveillance videos as the camera angles are un-
controlled. Further, we can see that in sequence (a) the face resolution is really
low and hence extracting usable facial features is challenging. However, the de-
tected silhouettes can be used to extract gait features for Re-ID, even with low
resolution and low frame rate data. The availability of video data makes gait fea-
ture extraction feasible as gait is extracted over multiple frames. On the other,
gait is sensitive to view angles and walking poses. Surveillance cameras usually
have a wide field-of-view (FOV) and people often tend to change their walking
pose during the duration of observation. This greatly increases the probability
of common walking views across different camera views, which can be leveraged
for gait recognition. Nonetheless, silhouette extraction errors due to occlusions,
illumination variations as shown in figure 2, can affect gait feature potency.

In this paper, we study the impact of incorporating gait features extracted
from real world surveillance videos along with color (clothing-based appearance)
features on Re-ID performance. If the number of frames available for a subject are
not enough or silhouette extraction is faulty, then the gait features are not used
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Fig. 2. Example images from SAIVT SoftBio dataset and erroneous extracted silhou-
ettes.

and the Re-ID is only based on color features. The following are the contributions
of our work:

– Investigate if gait extracted from real world video sequences can be success-
fully leveraged as an additional feature along with appearance features for
person Re-ID in the context of surveillance.

– Identify robust gait features that can be extracted from noisy and incomplete
silhouettes and yet retain discriminative capability for Re-ID.

– Propose a sparsified representation-based gait recognition method, where
probe gait features are represented as a linear combination of gallery gait
features and reconstruction residuals are used for recognition.

The proposed combined feature method is tested for Re-ID and potential of
purely gait features is also tested to analyze its usability for long period Re-ID.
We restrict the definition of long period Re-ID as Re-ID using videos captured
on different days or where appearance features like clothing color break down.
The paper is organized as follows: the next section gives a short overview of Re-
ID techniques and gait features. Section 3 introduces the color and gait features
and gait recognition methods adopted. Section 4 presents each of the datasets,
experimental results and discussion. Section 5 concludes the paper.

2 Related Work

Person Re-ID has received much attention in the past few years [2–7]. In general,
recent approaches have focused on two aspects of the problem: 1) design of dis-
criminative, descriptive and robust visual descriptors to characterize a person’s
appearance [6, 13, 14]; and 2) learning suitable distance metrics that maximize
the chance of a correct correspondence [15, 7, 5]. All of these methods are based
on clothing-based appearance features, hence applicable to short period Re-ID.
Gala et al. [16] have investigated the incorporation of low resolution facial fea-
tures as potential descriptor but they are combined with clothing color, making
them suitable only for short period Re-ID. There has been some work [17] that
leveraged gait information for Re-ID. However, it combines gait features with
motion phase and camera topology, which requires a training phase. Moreover,
the datasets on which the method was demonstrated were fairly simplified videos.
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Kawai et al. [18] propose a view dependent gait and color similarity fusion tech-
nique however it required explicit view information regarding gallery and probe
poses, which is unrealistic in Re-ID. Color depth cameras are used to extract
height temporal information which is combined with color features in [19], how-
ever this approach is not applicable with standard surveillance cameras.

2.1 Gait Features

Gait features are divided into two categories, model-based and model-free [20].
Model-based features like stride and cadence require an explicit model construc-
tion, hence, are more sensitive to the accuracy of silhouette extraction techniques
and model fitting requires large computational cost. On the other hand, they are
invariant to view angle changes and scale. Model-free features capture changes in
silhouette shapes or body motion over time. This makes them partially robust to
errors in silhouette extraction process but are more sensitive to variations due to
pose and scale changes. Since silhouette extraction on surveillance video can be
very challenging due to illumination variations, complex backgrounds, occlusions
and unconstrained environments [21], model-free gait features are well-suited for
Re-ID.

Han et al. [11] extract a gait feature called Gait Energy Image (GEI) that
is robust to silhouette errors and computationally easy to extract. GEI captures
the spatio-temporal description of person’s walking pattern into a single image
template by averaging silhouette over time, however it fails to retain the dynamic
changes in the pattern. GEI represented using Gabor features [22] and wavelet
features [23] extracted from different scales, orientations and x-y co-ordinates
have been shown to be effective gait features. In order to incorporate the tem-
poral information for gait recognition, Gait History Image (GHI) was proposed
in [24]. It used difference between consecutive frames to retain frequency of mo-
tion within a GEI. All of these features are robust to silhouettes shapes but not
as much to incomplete silhouette detections. The effect of incomplete silhouettes
is partially alleviated by the Frame Difference Energy Image (FDEI) [25] which
retains only positive portions from consecutive frame differences and combines
them with GEIs to retain both static and dynamic portions of the person’s
walking pattern. In this paper, GEI and FDEI features are selected for gait
representation.

2.2 Cross-view Gait Recognition

Gait recognition across different view angles is also an active area of research [26–
28]. A view transformation model (VTM) is learnt in [29, 28] that learns a map-
ping between different view angles to transform data from probe and gallery
sequences in the same view angle. A model that projects both the gallery and
probe features into a subspace where they are highly correlated is learned to
improve gait recognition in [27]. The model is learnt using canonical correlation
analysis and combined with a Gaussian process classifier trained for view angle
recognition for effective cross-view gait recognition. Gait dynamics from different
views are synchronized into fixed length stances using non-linear similarity based
HMMs in [26] and multi-linear projection model is learned to help gait recog-
nition. All of these methods require some way to quantify the view angles from
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either gallery sequence, probe sequence or both, and involves a projection stage
that introduces gait feature errors. Due to low quality data available for gait fea-
ture extraction such methods prove challenging to leverage for Re-ID. In order,
to deal with view angle changes some methods [23, 30, 22] use locality preserving
constraints are leveraged during gait recognition. We propose using sparsified
representation based gait recognition technique that requires no explicit com-
mon view angle synthesis or projection subspace learning and we discuss it in
detail in the next section.

3 Approach
Gait is described as the walking characteristic of a person and in order to under-
stand the applicability of gait features to Re-ID they are combined with color
features to create a person model for recognition. A person’s walking pattern is
periodic in nature, thus motion patterns during a walking sequence repeat them-
selves at regular time intervals. Thus, the features are extracted over a sequence
of frames over a gait period. Gait period is defined as the time between two
successive strikes of the same foot. Before gait period extraction is performed
a silhouette sequence selection step is used to ensure that gait can be reliably
extracted. To detect if silhouettes extracted are faulty or do not have enough
information, a simple constraint is applied to number of non-zero pixels in the
silhouette i.e. they should be more than 40% of the image size. For a sequence,
if gait period cannot be detected, then gait features cannot be extracted. This
serves as a natural silhouette sequence selection step. We adopt the method
proposed in [31] for gait period estimation of arbitrary walking sequences. The
aspect ratio of silhouette over a sequence of frames is used to estimate the gait
period. Hence the assumption is that silhouettes are already extracted and pre-
processed. Pre-processing involves size normalization and horizontally aligning
the silhouettes. Figure 3 depicts the step by step results of the gait period esti-
mation method, which is as follows:

– The aspect ratio of the silhouette over a sequence of frames is represented
as a 1D temporal signal. The signal is z-normalized (subtracting the signal
mean and dividing by signal’s standard deviation) and smoothed using a
moving average filter.

– Peaks in the aspect ratio signal are magnified by computing its auto-correlation
sequence and the first derivative of the auto-correlation signal is used to de-
tect zero-crossings.

– Zero crossing positions of positive and negative peaks are used to compute
distance between prominent peaks, average of distances between consecutive
peaks result in the gait period in number of frames.

Most of the dynamic information about walking motion can be deduced from the
lower half of the silhouette region [11], hence gait period estimation is performed
using aspect ratio of lower body silhouettes.

3.1 Gait Energy Image (GEI)

The first of the two gait features used is called the GEI first proposed in [11]. GEI
is a spatio-temporal representation of a person’s walking characteristic condensed
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Fig. 3. Gait Period Estimation: (a) Sample image sequence. (b) Sample silhouette
sequence. (c) Bounding box aspect ratio after average filtering. (d) Auto-correlation
signal of aspect ratio signal. (d) First order derivative of auto-correlation. (f) Detected
peak positions.

into a single image and it captures the changes in the shape of the silhouette
over a sequence of images. GEI is computed by averaging the silhouettes in the
spatial domain over a gait cycle. Given, a sequence of silhouettes, the GEI is
given by,

GEI(i, j) =
1

N

N∑
t=1

St(i, j) (1)

where, St is the silhouette at frame t, (i, j) are the spatial image co-ordinates
and N is the estimated gait cycle period. A given sequence of images can contain
multiple gait cycles and hence can be represented by multiple GEIs. It has been
shown that GEIs are robust to errors in silhouettes in individual frames [11]
and are computationally efficient. Figure 4 shows GEI extracted from a sample
sequence from both the SAIVT SoftBio dataset and the dataset we acquired,
which we refer to as the multi-camera Re-ID (MCID) dataset. For the MCID
dataset, we only used lower body silhouettes to extract gait features due to
challenging conditions for silhouette extraction.

3.2 Frame Difference Energy Image (FDEI)

The second gait feature used is called Frame Difference Energy Image (FDEI)
and was proposed in [25]. This feature is designed to deal with incomplete silhou-
ettes at the same time retaining the shape and motion changes. This is done by
constructing multiple thresholded GEIs from a single gait cycle and then sum-
ming these with differences between consecutive silhouettes along the sequence.
The difference is taken in such a manner that only the positive values are re-
tained and negative values are discarded so that only parts of the silhouette
that are missing or contain motion information is retained. Having estimated
the gait cycle, it is further divided into sub-cycles with equal number of frames.
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(a) (b)

Fig. 4. GEI features extracted from sample sequences from the 2 datasets, (a) Lower
body GEI from MCID dataset and (b) GEI from the SAIVT Soft-Bio dataset.

The silhouettes within each sub-cycle are averaged using Eq. 2 as follows:

GEIc(i, j) =
1

Nc

Nc∑
t=1

St(i, j), (2)

where Nc denotes the period of the sub-cycle. This creates GEIs per sub-cycle
of every gait cycle. These GEIs are thresholded, only retaining the pixels with
value greater than or equal to 80% of the maximum value, in order to remove
noise due to silhouette errors. These are referred to as dominant GEIs (DGEIs)
for each sub-cycle and are computed using Eq. 3 as follows:

DGEIc(i, j) =

{
GEIc(i, j), if GEIc(i, j) ≥ (0.8xmax(GEIc))

0, otherwise
(3)

The frame difference is computed by subtracting consecutive silhouettes and
only the positive portion of the difference is included in the feature as follows:

DSt(i, j) =

{
0, if St(i, j) ≥ St−1(i, j)

St−1(i, j)− St(i, j), otherwise
(4)

The FDEI is generated by summation of the positive frame difference and cor-
responding sub-cycles dominant GEI as follows,

FDEI(i, j) = DSt(i, j) +DGEIc(i, j) (5)

If the silhouette in frame t is incomplete, and one at frame t−1 is complete, then
DSt contains the incomplete portion of the silhouette and summation of differ-
ence image with the dominant GEI compensates for missing portion. Figure 5
shows FDEI extracted from a sample sequence from both the datasets.

3.3 Feature matching for Re-ID
Color features The distribution of colors of the person’s clothing is charac-
terized using weighted HSV histogram proposed in [6]. The silhouette is divided
into three body parts corresponding to head, torso and legs regions by detec-
tion of one vertical axis of symmetry and two horizontal axes of asymmetry.
The histogram for each body part is weighted by the distance from the axis of
symmetry. The histograms from each body part are concatenated channel-wise
to generate a single color feature descriptor.



8 Apurva Bedagkar-Gala and Shishir K. Shah

(a) (b)

Fig. 5. FDEI features extracted from sample sequences from the 2 datasets, (a) Lower
body FDEI from MCID dataset and (b) FDEI from the SAIVT Soft-Bio dataset.

Combined similarity measure for Re-ID The similarity measure between a
gallery subject G and a probe subject P is a weighted sum of color feature-based
similarity and gait features based similarity and is defined as:

dist(G,P ) = wcolor.dcolor(G,P ) + wgait.dgait(G,P ) (6)

where, dcolor is the color feature-based similarity and dgait is the gait features
based similarity. The color similarity is obtained using the Bhattacharyya dis-
tance [32]. Since, a sequence of frames are available for every subject, color simi-
larity for a given probe-gallery pair is simply the maximum similarity among all
the probe-gallery frame pairs. Gait similarity is computed as the re-construction
error between probe gait features and the gallery gait model, and is explained
in detail in the next section.

Further, wcolor and wgait are the weights given to color and gait similarity,
respectively, such that: wgait = 1 − wcolor. If good quality silhouette sequences
are available for both gallery and probe subject and gait features can reliably
be extracted, gait similarity is incorporated in the overall similarity measure by
setting wgait to a non-zero value. On the other hand, in the absence of usable
gait features, Re-ID is established using only color features, i.e., wgait = 0 and
wcolor = 1.

In this paper, we define the acceptable quality of the silhouettes simply as
to whether or not the number of positive pixels is greater than 40% of the total
pixels in the image. Gait period estimation process provides another gait feature
selection mechanism. If the silhouettes are too noisy or the sequences are too
short, then gait period cannot be reliably estimated.

3.4 Gait Recognition by Sparsified Representation

In order to compute the gait similarity/recognition we utilize a sparsified repre-
sentation [33]. Sparsified representation is used here as it has been shown to be
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robust to incomplete or missing data or occlusions in data. The underlying im-
plication is that given a dictionary matrix built using labeled training features
of several subjects, a test feature of i -th subject is the linear combination of
the training images of only the same subject from the dictionary. Following this
implication, we construct a dictionary which is simply a matrix V = [v1, ..., vn],
where each column is obtained by vectorizing the gait features belonging to all
the gallery subjects. Since, each gallery subject can have multiple gait features,
either GEIs or FDEIs, multiple columns in the matrix V may belong to the
same gallery subject. We build a separate dictionary for each gallery subject,
hence the dictionary of a given gallery subjects consists of different gait cycles
from the same subject. This ensures that, given a dictionary matrix V , if the
probe subject is as close as possible the gallery subject in both identity and view
angle, the probe image will lie approximately in a linear span defined by only a
subset of the gait features that constitute the matrix V . This implies that given
a probe gait feature, for example, GEIP , it can be expressed as GEIP = V.α
and the intent is to find the sparest α that generated GEIP in V . Thus, among
all possible solutions of α, we want the sparsest. This amounts to solving the
following `1-minimization:

α̂ = arg min ‖α‖1 s.t. GEIP = V.α (7)

This optimization is solved using linear programming that leverages augmented
Lagrange multipliers [34]. Thus, dgait is given by Eq. 8 and is an estimate of how
well α̂ reproduces GEIP .

dgait(G,P ) = ‖GEIP − V α̂‖2 (8)

Further, for a given probe subject, there can be multiple GEIs/FDEIs and the
gait similarity is simply the minimum among all the probe GEIs/FDEIs.

4 Results and Discussion

The combined gait and color features based Re-ID is tested on two datasets,
our multi-camera Re-ID (MCID) dataset and SAIVT SoftBio dataset [35]. The
SAIVT SoftBio dataset was selected as it provides real word multi-camera surveil-
lance videos with multiple frames per person from different camera views.

4.1 SAIVT SoftBio dataset

Combined Color and Gait features model for Re-ID The dataset con-
tains 150 subjects in up to 8 camera views. Only 122 subjects are seen in at
least 2 camera views. In our experiments, the gallery is formed by different cam-
eras and so are the probe subjects, so it is as close to the real world Re-ID
scenario as possible. The only constraint is that the same subjects gallery and
probe camera views are different. The dataset provides background images for
each subject per camera view, hence simple background subtraction followed by
low level image processing are sufficient to extract silhouette sequences for gait
feature extraction. For each subject, in a given camera view, multiple frames are
available. Only 5 randomly selected frames from a sequence are used to extract
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the color features, while all frames are used to extract gait features. Table 1
shows the Re-ID performance of only color, color & GEI (color+GEI) and color
& FDEI (color+FDEI) in terms of rank 1, 5, and 20 Re-ID accuracy and nor-
malized AUC extracted from cumulative matching characteristic (CMC) curves
using all the 122 subjects. When gait features cannot be extracted, Re-ID relies
only on color features. If gait is available, then a weighted sum of color and
gait similarity is used to establish a match. The table shows the performance
variations with different color and gait weight combinations. We can see that

Rank 1(%) Rank 5(%) Rank 20(%) nAUC(%)

Color Model 0.82 3.28 18.85 56.55

Color(0.8)+GEI(Sparse,0.2) 0.82 3.28 21.31 59.09
Color(0.8)+GEI(NN,0.2) 0.82 3.28 20.49 56.45

Color(0.5)+GEI(Sparse,0.5) 0.82 4.92 27.05 62.34
Color(0.5)+GEI(NN,0.5) 0.82 3.27 22.13 56.61

Color(0.1)+GEI(Sparse,0.9) 4.10 9.84 36.06 64.75
Color(0.1)+GEI(NN,0.9) 0.82 4.09 23.77 57.06

Color(0.8)+FDEI(Sparse,0.2) 0.82 3.28 21.31 58.98
Color(0.8)+FDEI(NN,0.2) 0.82 3.28 18.85 55.04

Color(0.5)+FDEI(Sparse,0.5) 0.82 5.74 27.05 62.24
Color(0.5)+FDEI(NN,0.5) 0.82 3.28 19.67 53.86

Color(0.1)+FDEI(Sparse,0.9) 4.10 11.48 36.06 64.82
Color(0.1)+FDEI(NN,0.9) 0.82 4.09 19.67 53.63

Table 1. Rank 1, 5 and 20 matching accuracy and nAUC measures for color, color+GEI
and color+FDEI with varying weights.

overall using combination of color and gait performs better than only color. As
we increase the weight assigned to gait features, we notice a significant boost
in performance. The improvement in rank 1 matching accuracy is most notable
with changes in weights suggesting that the gait features can be more effective
than color features, when available.

For comparison, the gait similarity is also computed using nearest neighbor
technique [36] which uses the euclidean distance as the underlying distance met-
ric. The nearest neighbor gait similarity is combined with color similarity as
described in the approach section. From the above table we can see that with
any weight combination of color and sparsified representation gait similarity
based Re-ID outperforms the color and gait nearest neighbor similarity. Fig-ure 6 shows the CMC curves obtained by using only color, combined color and
GEI, and combined color and FDEI. The gallery size = 122 subjects. Figure 6
(a), (b) and (c) show the CMC curves obtained by varying weights given to color
and GEI/FDEI. We see that the difference in performance using GEI and FDEI
is negligible. Thus, gait features even when extracted from imperfect silhouettes
and varying viewpoints provide discriminative value. They add value to color
features even in short period Re-ID where clothing color is a reasonable feature.
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(a) (b)

(c) (d)

Fig. 6. CMC Curves on the SAIVT SoftBio dataset, (a), (b) and (c) show performance
combining color and gait features with varying weights for Re-ID and (d) shows per-
formance using only color, only GEI and only FDEI features for Re-ID (Gallery size =
23).

Only Gait features model for Re-ID In order to better understand the po-
tential of gait features, we performed another experiment with the same dataset.
Re-ID was performed using only gait features without the help of color and then
compared with pure color based performance. Since only gait features are used
the number of subjects for which usable gait features available across views were
limited to 23 subjects. Figure 6 (d) shows the CMC curves obtained using color,
GEI and FDEI features. From the figure, the power of gait features is even more
prominent. Either of the gait features outperform the color features significantly.
FDEI features yeild a much better Rank 1 matching accuracy when compared to
GEI features, yet overall their performance is still comparable. Once again, the
effectiveness of sparsified representation for gait recognition is evident. Re-ID
performance using sparsified representation is clearly better than nearest neigh-
bor gait recognition. Table 2 summarizes the rank 1, 5, and 20 matching accuracy
and nAUC measures for the 3 features using both gait recognition techniques.
From the table we can see that in terms of rank 1 and nAUC, FDEI features
perform better than GEI. These results can be viewed as performance of gait
features for long period Re-ID as they do not utilize any clothing or appearance
features. This speaks to the ability of gait features for long period Re-ID and
also demonstrates the robustness of the proposed gait recognition method for
cross view angle gait matching. Figure 7 shows the first 5 ranked images from
the gallery set given two different probes using the 3 models, we can see that in
both cases the color only Re-ID cannot find an ID match to the probe in the top
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Rank 1(%) Rank 5(%) Rank 20(%) nAUC(%)

Color Model 0 17.40 78.26 49.72
GEI (Sparse) 17.40 56.52 95.65 72.78

FDEI (Sparse) 30.43 47.83 95.65 73.16
GEI (NN) 13.04 34.78 82.6 55.95

FDEI (NN) 17.4 26.08 78.26 51.42

Table 2. Rank 1, 5 and 20 matching accuracy and nAUC measures for color, GEI and
FDEI features.

Fig. 7. Examples of Re-ID gallery ranking, showing the first 5 ranked on SAIVT Soft-
Bio dataset using: (a) only color, (b) color+GEI and (c) color+FDEI, for two different
IDs. The images highlighted by the red border denote the true match.

5 ranked IDs. In the probe ID shown in the left column, the color+GEI Re-ID
located the true ID in the top 5 ranked IDs. On the other hand, the color+FDEI
Re-ID rank 1 ID is the correct ID as the probe.

4.2 MCID dataset

The MCID dataset is acquired using a camera network consisting of 9 cameras
in and around a building. The re-identification data consists of 40 subjects, 19
of them are seen in multiple cameras. As the re-identification is in the context
of multi-camera tracking, Re-ID is established for each camera pair. Consistent
with the previous dataset experiments, only 5 randomly selected frames from
a sequence are used to extract the color features, while all frames are used to
extract gait features. Due to complex and uncontrolled conditions of acquisition,
traditional background modeling techniques did not perform well for silhouette
extraction. Gray level thresholding combined with morphological operations were
used to extract lower body silhouettes. Thus, both gait features were extracted
only from lower body dynamics. For this dataset, we empirically set wgait = 0.2
and wcolor = 0.8 as this gives the best possible Re-ID accuracy.

Combined Color and Gait features model for Re-ID Since Re-ID is per-
formed between camera pairs, all the subjects in the probe set might not be
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(a) (b)

Fig. 8. Closed set Re-ID performance: (a)Bar graph shows the results obtained by
our color, color+GEI and color+FDEI on the entire MCID dataset and (b) Bar graph
shows the results obtained by our color, color+GEI, color+FDEI, only GEI and only
FDEI on subset of MCID dataset.

included in the gallery set. Thus, for each camera pair, only a subset of the
probe set or closed probe set, i.e., an intersection between the probe and gallery
set IDs is used to establish re-identification. This is a closed set experiment, in
the sense that it is only possible to have correct matches or mismatches and
results are evaluated using matching accuracy, i.e., number of probe subjects
matched correctly. Again, closed set experiment is consistent with our experi-
ments on the SAIVT SoftBio dataset. Figure 8(a) shows the Re-ID performance
using all 3 models: one based on only color, color+GEI and color+FDEI. The
value of adding gait features to color is very evident, as we observe a signifi-
cant improvement in the re-identification accuracy. One important observation
here is that for the gait features of the MCID dataset are extracted from only
lower body silhouettes or truncated GEIs. Even so the truncated gait features
combined with color provide a significant boost.

Only Gait features model for Re-ID To better understand the role of gait
features in Re-ID performance, we perform another experiment, using only gait
features without the help of color and then compared with pure color based
performance. Since only gait features are used, only subjects from each camera
pair for which usable gait features are available for Re-ID. The results of this
experiment is shown in figure 8(b). This figure provides balanced view of per-
formance of all the features, alone and combined. Both purely GEI and FDEI
perform reasonably well as compared to the color even though they do not out-
perform color. It should be noted that only lower body silhouettes are used to
generate gait features. The Re-ID accuracy using FDEI comes within 4% of the
color accuracy. Combining either GEI or FDEI boosts the Re-ID accuracy sig-
nificantly. Incorporating FDEI with color helps enhance Re-ID performance to
81% from 66%, a considerable boost. Purely GEI or FDEI features performs
better on SAIVT SoftBio dataset compared to MCID, as the MCID features are
truncated gait features, which slightly affects the performance using pure gait
features. However, we argue that combining gait features with color is an effec-
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tive strategy to improve Re-ID performance. Figure 9 shows the first 5 ranked

Fig. 9. Examples of Re-ID gallery ranking, showing the first 5 ranked on MCID dataset
using: (a) only color, (b) color+GEI and (c) color+FDEI , for two different IDs. The
images highlighted by the red border denote the true match.

images from the gallery set given two different probes using the 3 models, we
can see that in both cases the color only Re-ID finds the true ID match to the
probe in the top 5 ranked IDs at ranks 3 and 2 for the 2 IDs, respectively. In the
probe ID shown in the left column, the color+GEI Re-ID located the true ID at
rank 2. On the other hand, the color+FDEI Re-ID rank 1 ID is the correct ID
as the probe in both probe IDs.

5 Conclusions

In this paper, we studied the applicability of gait features for Re-ID. The poten-
tial of gait features was explored in combination with color features as well as
gait as the only feature for Re-ID. A sparsified representation based cross view
gait recognition method is proposed that does not require view angle estimation
or gait feature reconstruction for gait matching. We demonstrated its effective-
ness for person Re-ID for short and long period Re-ID. We would like to point
out that this was the first study of its kind offering a strategy for incorporating
gait features for Re-ID and extensive analysis. The most important observation
is that in spite of silhouette imperfections and view angle variations, gait can be
effectively leveraged for Re-ID and is very well equipped for long period Re-ID.
One of the future directions will be to explore different strategies for gait and
color similarity measure fusion. Another area that needs more study is to esti-
mate definitively the conditions under which gait features become unusable for
Re-ID.
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