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Abstract. Recent works have shown that visual attributes are useful in a number
of applications, such as object classification, recognition, and retrieval. However,
predicting attributes in images with large variations still remains a challenging
problem. Several approaches have been proposed for visual attribute classifica-
tion; however, most of them assume independence among attributes. In fact, to
predict one attribute, it is often useful to consider other related attributes. For ex-
ample, a pedestrian with long hair and skirt usually imply the female attribute.
Motivated by this, we propose a novel pedestrian attribute classification method
which exploits interactions among different attributes. Firstly, each attribute clas-
sifier is trained independently. Secondly, for each attribute, we also use the deci-
sion scores of other attribute classifiers to learn the attribute interaction regressor.
Finally, prediction of one attribute is achieved by a weighted combination of the
independent decision score and the interaction score from other attributes. The
proposed method is able to keep the balance of the independent decision score
and interaction of other attributes to yield more robust classification results. Ex-
perimental results on the Attributed Pedestrian in Surveillance (APiS 1.0) [1]
database validate the effectiveness of the proposed approach for pedestrian at-
tribute classification.

1 Introduction

The smart video surveillance technologies [2–4] including object detection [5, 6],
object tracking [7] and object classification [8], have attracted more and more attentions
in public security field. Pedestrian related technique is one of the hottest topic in this
field. Pedestrian detection [9, 6], pedestrian tracking [10], behavior analysis [11] and
clothing recognition [12] are all extensively studied in these years.

In this paper, we focus on pedestrian attribute classification [1] to present a more
comprehensive description of pedestrian. As shown in Fig. 1, pedestrian attribute clas-
sification is to predict the presence or absence of several attributes. Pedestrian attributes
used in surveillance application include gender, hair, clothing appearance and carrying
thing, etc. The pedestrian attribute classification can be used to provide useful informa-
tion for applications such as pedestrian tracking, re-identification [13] and retrieval, etc.
As shown in Fig. 2, attributes such as male, hand carrying and back bag can be effec-
tively applied to assist locating the desired target in the pedestrian retrieval application.
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Fig. 1. Pedestrian attribute classification describes pedestrians with a list of visual attributes.

Fig. 2. Pedestrian retrieval based on attributes. Attributes such as male, hand carrying and back
bag can be effectively applied to assist locating the desired target.

1.1 Related work

Attributes are powerful to infer high-level semantic knowledge. There are many
computer vision applications based on attribute, such as face verification [14], object
recognition [15], clothing description [16], image retrieval [17] and scene classification
[18], etc. The successes of these applications rely heavily on the accuracy of predicted
attribute values (i.e. the decision scores of separated attribute classifiers). Kumar et
al. [14] used semantic attributes as mid-level features to aid face verification. In this
application, the prediction model of each attribute on an input image is first learned,
and the supervised object models on top of those attribute predictions are then built.
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The most popular method for attribute classification is to extract low-level features
from an image, and then train classifier for each attribute separately. Daniel et al. [19]
proposed an attribute-based people searching system in surveillance environments. In
this application, people are identified by a series of attribute detectors. Each attribute
detector is independently trained from large amounts of training data. Layne et al. [13]
utilized scores from 15 attribute classifiers as mid-level representations to aid person
re-identification, where each attribute classifier is independently trained by the SVM
algorithm. The main drawback of separately training each attribute classifier is that it
ignores the interactions between different attributes which are helpful for improving
classification performance. In fact, there is the interaction issue among pedestrian at-
tributes. For instance, if the long hair and skirt of a pedestrian have shown, the attribute
male is unlikely to appear.

In order to build interaction models among different attributes, Chen et al. [16] ex-
plored the mutual dependencies between attributes by applying a Conditional Random
Field (CRF) with the SVM margins from the separately trained attribute classifiers.
Each attribute function is used as a node and the edge connecting every two attribute
nodes reflects the joint probability of these two attributes. Their CRF is fully connected,
which means that all attribute nodes are pairwise connected. In the CRF, it is assumed
that the observed feature fi is independent of all other features once the attribute ai is
known. However, this assumption is not always held, because two attributes may appear
in the same region.

Bourdev et al. [20] used SVM algorithm to explore interactions between different at-
tributes. Firstly, each attribute classifier is separately trained by SVM algorithm on a set
of Poselets [21]. Then, they used the SVM algorithm learning on the scores of all sepa-
rately trained attribute classifiers to capture interactions between different attributes. In
other words, the final decision score of an attribute is constructed by linearly combining
all decision scores that come from separately trained attribute classifiers and the linear
coefficients are learned by SVM. However, since an attribute is most relevant to itself,
the final decision score of an attribute in this interaction model will heavily rely on the
decision score of its own attribute classifier, resulting in the role of other attributes is
ignorable.

For that, a more effective pedestrian attribute classification is proposed in this pa-
per by exploiting interactions among different attributes. The proposed method linearly
combines the independent decision score and the interaction score of an attribute to
yield the final decision score of attribute classification. The independent decision score
is produced by an independently trained classifier. The interaction score of an attribute
is learned by using Lasso regression algorithm on all independent decision scores ex-
cluding its own independent decision scores. For each attribute, the proposed approach
introduces a weight parameter to control the contribution of interaction score, achiev-
ing more robust classification results. Experiment results on the APiS 1.0 database show
that the proposed approach can exploit the interactions among different attributes more
effectively than the interaction model proposed in [20].

The remaining of this paper is organized as follows. Section 2 introduces the details
of the proposed pedestrian attribute classification method. Section 3 shows the experi-
ment results on APiS 1.0 database. Finally, Section 4 concludes the paper.
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2 Modeling Attribute Interaction for Pedestrian Attribute
Classification

2.1 Feature Extraction

We apply a sliding window strategy for feature extraction. In each sub-window,
a joint color histogram, a MB-LBP histogram and a Histogram of Oriented Gradient
(HOG) are extracted. The color histogram has 8, 3 and 3 bins in the H, S, and V color
channels, respectively. The MB-LBP [22] histogram includes 30 bins, 10 from 3×3
scale descriptor, 10 from 9×9 scale one, and 10 from 21×21 scale one. For the HOG
feature extraction, each sub-window is equally divided into 2 × 2 sub-regions, and in
each sub-region a histogram of oriented gradient is extracted with 9 orientation bins.
The HOG feature associated with each sub-window is obtained by concatenating the
above four histograms into a 36-dimensional vector. The diagram of feature extraction
is shown in Fig. 3. The details of feature extraction are described in [1].
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Fig. 3. The diagram of feature extraction.

2.2 Independent Attribute Classifier

In this work, the Gentle AdaBoost [23] algorithm is chosen to independently train
each attribute classifier. More specifically, we first concatenate the color, MB-LBP and
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HOG features, and then use Gentle AdaBoost to construct classifiers. We select the
stump classifier with the minimum square error as the weak classifier in the Gentle
AdaBoost algorithm.

2.3 Interaction Model

In order to exploit the interactions among different attributes, an interaction model
is required. The interaction model firstly proposed in [20] is shown in Fig. 4. From
this figure, we can find that each combined attribute classifier directly connected with
all independent attribute classifiers. It means that each combined attribute classifier is
constructed by linearly combining all independent attribute classifiers.

Assume that there are m attributes to predict; x is a testing sample; hi is the i-
th (i ∈ {1, 2, ...,m}) attribute classifier which is independently trained by using the
Gentle AdaBoost algorithm; Hi represents the combined classifier for i-th attribute. Hi

is calculated as follows:

Fig. 4. The interaction model proposed in [20]. A combined attribute classifier is learned on the
independent decision scores produced by all separated attribute classifiers.

Hi(x) =
m∑
j=1

wijhj(x), (1)

where the linear coefficients wi = {wij , j = 1, 2, ...,m} can be learned by using the
SVM algorithm. However, the problem is that an attribute is most relevant to itself,
which may bring about such a fact that the combined decision score of an attribute
in this method heavily relies on the independent decision score produced by its own
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independent attribute classifier, thus ignoring the role of other attributes. This drawback
will be validated in our following experiments.

To address this problem, we propose our interaction model, as shown in Fig. 5. D-
ifferent from that in Fig. 4, an combined attribute classifier consists of an independent
classifier and an interaction regressor trained on other independent attribute decision
scores. We further introduce parameters to control the weight of the interaction regres-
sors.

Fig. 5. The proposed interaction model. {λ1, λ2, ..., λm} are used to control the weight of inter-
actions.

In the proposed interaction model, Hi is learned as follows:

Hi(x) = hi(x) + λiGi(x), (2)

where

Gi(x) =
m∑

j=1,j 6=i

wijhj(x). (3)

From Eq. (2), we can find that the interaction regressor of the i-th attribute Gi only
involvesm−1 attribute classifiers, excluding the i-th attribute classifier hi. This strategy
can directly avoid the problem of the combined decision score relying on hi too heavily
and capture the interactions among the rest attributes. Meanwhile, the parameter λi is
used to keep the balance between hi and Gi. If λi = 0, Hi will degrade into hi.

Generally speaking, one attribute may only be related to a part of the rest attributes.
Therefore, the linear coefficients wi = {wij , j = 1, 2, ...,m and j 6= i} in Eq. (3)
should be sparse. With consideration of this potential sparse characteristic, the follow-
ing objective formulation is designed:
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wi = argmin
w
{1
2
‖Aiw− yi‖22 + γi‖w‖1}, (4)

where Ai represents the independent decision scores of {hj , j = 1, ...,m and j 6= i}
on training set; yi represents the i-th attribute labels of the training set; γi is a parameter
used to control the sparseness of wi. The larger γi is, the more sparsely wi will be.
Assume that the training set includes n samples, then Ai is organized as a matrix with
n× (m− 1) dimensions and yi is a column vector with n× 1 dimensions.

Eq. (4) is the Lasso [24] problem, which formulates the least-square estimation
problem with l1-norm penalty to approximate the sparse representation solution. If γi =
0, Eq. (4) will degrade into the least-square estimation problem. In our implementation,
the Dual Augmented Lagrangian (DAL) algorithm [25] is used to solve Eq. (4). In our
experiments, we determinate λi and γi with cross validation, because cross validation
is a simple and general way used to find appropriate parameters.

3 Experiments

To evaluate the performance of the proposed interaction model, it is compared with
the baseline [1] and the interaction model proposed in [20] on Attributed Pedestrian in
Surveillance (APiS 1.0) [1] database under the same evaluation protocol. The APiS 1.0
database has 3661 images, and each image is labeled with 11 binary attribute annota-
tions. The linear coefficients w in Eq. (1) and Eq. (3) are learned by the Lasso algorithm.
Since APiS 1.0 database does not provide validation sub-set, we randomly divide the
APiS 1.0 database into 5 equal sized sub-sets (the partition is different with that in [1])
for the selection of λ and γ. Specially, the best pair of parameters is the one whose
corresponding result has the largest Area Under ROC curve (AUC). Based on the color,
MB-LBP and HOG features extraction described in Section 2.1, each attribute classifier
independently trained by the Gentle AdaBoost algorithm includes 3,000 weak classi-
fiers as suggested in [1]. Note that both the interaction model proposed in [20] and our
proposed interaction model are built on attribute scores predicted from the same feature
representation.

3.1 Average Recall Rate Comparison

Table 1 lists the comparison of average recall rates when the average false positive
rates are 0.1. We can find that there are only 3 of 11 attributes achieve higher average
recall rates than the baseline method [1] when using the interaction model proposed in
[20], and the biggest improvement increased by only 2.78% recall rate for long pants
attribute. However, the proposed model offers higher average recall rates for 9 of 11
attributes and 6 of them have obvious improvements (1.90% for M-S pants, 8.45% for
long pants, 6.25% for skirt, 3.04% for male, 3.18% for long hair and 4.47% for S-S
bag).

From Table 1, we can find that the proposed method fails to improve the average
recall rates of long jeans and hand carrying attributes; however, the proposed method
has equal performance with the baseline method [1] for hand carrying attribute and
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Table 1. The comparison of average recall rates when the average false positive rates are 0.1.
Where M-S pants is the abbreviation of Medium and Short pants, and S-S bag is the abbreviation
of Single Shoulder bag.

attribute
recall rate(%)

baseline [1]
interaction

model in [20]
the

proposed

long jeans 89.85 89.74 89.18
M-S pants 78.65 78.65 80.55
long pants 76.68 79.46 85.13

skirt 68.23 67.71 74.48
male 58.30 57.53 61.34

back bag 56.16 56.16 56.51
T-shirt 55.22 56.36 56.47

long hair 55.15 55.15 58.33
shirt 54.62 54.22 54.82

hand carrying 52.14 52.14 52.14
S-S bag 38.45 39.64 42.92
average

improvements(%)
- 0.30 2.58

very minor degradations for long jeans attribute. These results validate that the strategy
of introducing parameters to control the weight of interaction score is robust. Though
it may not improve performance for some attributes, it will not cause significant per-
formance degradation. In addition, compared with the baseline method, the average
improvements in recall rates obtained by the interaction model proposed in [20] and the
proposed model are 0.30% and 2.58%, respectively. We also tried a least square solution
of our model, corresponding to γi = 0 in Eq. (4). As a result, the sparse solution has a
marginal mean accuracy improvement (0.47%) over the least square solution. Neverthe-
less, the Lasso model has a better interpretation of finding the most relevant interaction
between attributes. To sum up, our method can achieve better recall rate performances
compared with the interaction model proposed in [20].

3.2 Average ROC Comparison

Fig. 6 compares the average ROC curves of all attribute defined in APiS 1.0 database.
The AUC sum of 11 attributes obtained by the baseline method [1], the interaction
model proposed in [20] and the proposed model are 9.5371, 9.5372 and 9.5935, respec-
tively. This shows that the interaction model proposed in [20] almost does not obtain
performance improvements with respect to the baseline method [1], while the proposed
method achieves performance improvements. It can be seen that the proposed model of-
fers larger AUC for 9 of 11 attributes and 5 attributes (long pants, M-S pants, skirt, long
hair and male) obtain obvious improvements. For back bag and shirt attributes, the
proposed method fails to improve their performances. However, the propose method
has equal performance with the baseline method [1] for back bag attribute and very
minor degradations for shirt attribute. These results also validate that the strategy of
introducing parameters to control the weight of interaction part is robust.
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3.3 Interaction Analysis

We provide visualizations of the coefficients learned by the interaction model pro-
posed in [20] and our method, as shown in Fig. 7 and Fig. 8. From Fig. 7, we can find
that each attribute is most relevant to itself, because the corresponding absolute coeffi-
cient has the maximum value. This indicates that the combined decision score of a given
attribute heavily relies on the independent decision score produced by its corresponding
attribute classifier, thus ignoring the role of other attributes.
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Fig. 6. The comparison of average ROC curves. Where M-S pants is the abbreviation of Medi-
um and Short pants, and S-S bag is the abbreviation of Single Shoulder bag; ‘*’ indicates the
corresponding average ROC curve has maximum AUC value.

As shown in Fig. 8, in our model, the interaction part of an given attribute excludes
the corresponding attribute classifier and only involves 10 other attribute classifiers.
This strategy effectively avoids the situation that the combined decision score of a given
attribute heavily relies on its independent decision score, and then capture the interac-
tions from the rest attributes. Therefore, from Fig. 8 we can find that long jeans attribute
is highly positive correlated with long pants attribute; long hair attribute is highly neg-
ative correlated with male attribute and skirt attribute is highly positive correlated with
longhair attribute.
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Fig. 7. The absolute coefficients learned by the interdependency model proposed in [20].Where
M-S pants is the abbreviation of Medium and Short pants, and S-S bag is the abbreviation of
Single Shoulder bag; ‘+’ and ‘-’ represent the two attributes hold positive correlation and negtive
correlation relationship, respectively.
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4 Conclusion

This paper has proposed a novel method for pedestrian attribute classification which
exploits interactions among different attributes. In our method, prediction of one at-
tribute is achieved by a weighted combination of the independent decision score and
the interaction score. The independent decision score of an attribute is obtained from a
classifier independently trained by using the Gentle AdaBoost algorithm. The interac-
tion score of an attribute is obtained from a regressor trained by using Lasso algorithm
on all the rest independent decision scores. The proposed method further introduces
weight parameters to keep the balance of the independent decision score and the in-
teraction score. Experimental results on APiS 1.0 database have shown that the inter-
actions among different attributes have effectively improved the attribute classification
performance.
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