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Abstract. Pose-independent face recognition is a challenging computa-
tion problem; this is because the visual variation in between two images
of the same person with different face orientation can be much greater
than that between two images of two different people with the same pose.
We devise a contextual algorithm to improve the retrieval rates on such
databases, and obtain significant improvements of 96% up from 84% in
terms of AUROC on the Sheffield Face Database.

1 Introduction

A number of techniques have been developed to address the problem of shape
deformations in objects in an image for image matching, a number of these have
been proposed and tested for simplified silhouettes of shapes such as MPEG
[1], Kimia [2], Swedish Leaf [3], Natural Silhouette database [4] and Gesture
Database [5]. Because of the simplicity of this kind of images, the corresponding
proposed algorithms perform favorably in identifying images depicting the same
object despite of significant deformation and geometric transformations.

For other images with more complicated objects, the shape identification
algorithms tend to become more application specific, an example of this is the
facial detection problem where the objective is to identify if a certain image
contains faces, and if so, detecting their location in the image, this problem is
important in the applications such as human computer interaction [6] and video
surveillance [7], in this field it is important to detect these faces despite noise in
the pictures and different orientations of the face.

This problem becomes more pronounced in the facial recognition problem
where the identity of the person in the picture is to be determined; this is done
by comparing the detected face against a database of known faces and extracting
the most visually similar one. In this regard, a number of algorithms have been
proposed for image recognition that seek to identify faces across different poses
[8, 9], lighting conditions [10, 11], age [12], facial expression [13] and make up
[14], however, the problem of a pose-invariant face recognition is identified as
one of the more challenging among these variations [8, 15].

To further enhance the image retrieval problem, people have been looking into
what is called contextual information of the images[16], the idea is to use not
only the mutual distance between objects separately, but consider all distances
between objects as a whole. Yang et al.[16] developed a contextual algorithm
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based on label propagation which improved the retrieval rates on object bench-
mark databases considerably, later, more algorithms were devised to consider the
context in different ways [17, 18]. Jegou et al.[19] benefited from the contextual
information to provide more relevant results for image search.

In this paper we test the prospects of using context aware algorithms to
improve the retrieval of facial images beyond conventional means of feature ex-
traction. We develop an iterative knn ranking approach (ICS) that considers
the context to provide more accurate relevant results for facial image retrieval.
We test the technique on pose variant facial images which is one of the more
challenging in facial recognition, the retrieval rates improve considerably from
84% to 96% in terms of AUROC on the Sheffield Face database [20]. We also
test other contextual algorithms on the same database and show that it provides
similar enhancements.

2 Pose-Independent Face Recognition

Face recognition algorithms can be used to for matching of a query image to a
database of images of known people; this is to identify the person in the pictures
as the closest match (or one of the closest matches), such as in surveillance
cameras. Another use of these algorithms is to query a database of unlabeled
images to extract all visually similar ones, ideally, the all the extracted images
are of the same person in the query image, like the online face searches or the
clustering of images of people sampled from a video feed.

Because of the various fields of face recognition, the algorithms are required
to work on pictures in uncontrolled conditions, these conditions result in multiple
variations in the faces depicted in the pictures such as lighting, pose, and facial
expressions, also, depending on the time difference of the pictures, facial hair,
age and makeup. The variation in pose proved to be one of the more important
problems that are difficult to solve, this is because of the average visual variations
in different poses are larger than those under other varying conditions [8, 15].

Face recognition algorithms that deal with different pose variations belong
to 3 categories [8]. In first category are those generic face recognition algorithms
that are meant to recognize faces across different variations not just the pose,
those include the EigenFaces [21], FisherFaces [22], LEMs [23] and LBP [24].
These algorithms, however, are very sensitive to pose variations [8]. The other
two categories are algorithms designed for pose variations based on 2D and 3D
techniques. These techniques attempt to model and compensate for the variation
in pose.

The algorithms designed to be pose invariant, or try to compensate for the
post variation in during the image matching stage, are designed (and ideal) for
the applications that require finding the most similar image from a set of labeled
images, this is to assigned a label (the person) to the new image. However,
they can still be used for other applications, such that those that require the
finding the most relevant subset of pictures from a database of unlabeled images
of various people in different poses. But in those cases, these algorithms have
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shortcomings this is because the variation between images of the same person in
different poses can be much larger than the variation between images of different
people in the same pose.

3 Contextual Information

The shape retrieval problem is usually benchmarked by using a query image
depicting a certain object, then searching a database of images, and retrieving
images that are believed to depict the same object as the query image. The qual-
ity of the shape retrieval is measured by the successful retrieval rates like the
bulls eye rate defined in [17], or more generally the area under the Receiver Oper-
ating Characteristic Curve (AUROC). Examples of these benchmark databases
include the MPEG7 [1], Kimia [2], Swedish Leaf [3], Natural Silhouette database
[4] and Gesture Database [5].

To retrieve the matching images a distance metric is required to quantify
the similarity (distance) between the query image and each of the images in the
database, then ranking them and retrieving the higher ranking results. These
metrics attempt to first extract the important features of the object depicted in
the image, and then those features are compared between the two images, those
features are called shape descriptors.

There are two main categories of shape descriptors: Contour based and Re-
gion based [25]. Contour based descriptors extract the a number of points to
describe the outline of the object and they differ in how they describe these
points and how to compare these outlines between two images, examples include
Shape Context (SC) [26], IDSC [27], shape tree [28] and Height Function [25].
Region based descriptor extract the pixel information in the shape; these descrip-
tors capture information inside the shape itself unlike the contour descriptors
which only hold information about the exterior. Examples of these descriptors
include Fourier descriptors [29] and Zernike moments [30].

Good shape descriptors improve the retrieval rates for shape retrieval, trying
to obtain images depicting the same object regardless of any deformations or
geometric transformations in the object itself, however, researchers have looked
into techniques to improve those further beyond shape descriptors. Those tech-
niques are context sensitive techniques that exploit not only the mutual distance
between the search query and each of the images in the database, but also the
distances between the images in the database itself. Examples of these techniques
are LP [16], LCDP [17], CDM [19] and Kontschieder et al. method [18].

Those context-aware techniques improve the retrieval rates of shapes because
they capture information beyond the visual similarity between two images. For
example, if the query image A is visually similar to image B, and B is similar to
image C, then A and C are more likely to depict the same object, even if they
are visually dissimilar, which might be attributed to a big deformation in the
object that the descriptor cannot capture. For example, see Figure 1 from [16],
which is result of a query on the MPEG7 dataset, the second shows the results
of the context aware algorithm in fetching the first 10 similar results from the
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dataset. It manages to identify more images including bugs in them similar to
the query image.

Fig. 1. Retrieval Results on shapes with (bottom) and without (top) context. (Picture
Courtesy of [16]).

The context-aware techniques substantially improve the retrieval rates; for
example, the LCDP [17] techniques improve the retrieval on the MPEG7 dataset
to 93% up from 85% using the IDSC descriptors. These techniques also have the
advantage of being general, and can be applied in combination of any shape
descriptor or image similarity measure. To make use of this idea, Jegou et al.
[19] applied the context idea to another application which is content-based image
retrieval; in their paper they propose a context-aware algorithm (CDM) that can
improve the ranking of image search results. They test their approach on the N-S
dataset [31] and images sampled from different video feeds, these are not simple
silhouettes, but rather full resolution complex images showing different objects
from different views. See figure 2 that demonstrates the improvement in retrieval.

Fig. 2. Retrieval Results on Images with (top) and without (bottom) context (Image
Courtesy of [19]).

4 Contextual Similarity for Identity-based Image
Retrieval

The success of context aware algorithms in improving both shape retrieval and
content-aware image search is because of certain similarities between the fields.
In both a feature extraction method is used to describe the contents of a query
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image, then the same method is applied to images in a database, and what is
required is to extract the set of images that are most similar to the query image
but not according to the visual data only, but to the content of the image. For
this reason, we extend the use of Contextual Similarity for identity-based image
retrieval, where an image of a person is compared to a database of unannotated
images of various faces in different poses. The goal is to identify the images
that show the same person regardless of the pose. For this purpose use the
Sheffield Face Database and the EigenFaces technique (which is the most widely
used in face recognition [8]) to extract the visual information, then we used two
techniques for contextual similarity; the technique described in Kontschieder
et. al [18], and our own ranking technique (ICS) described in the next section.
Figure 3 shows the ROC curve for the retrieval results with and without context
information.

Fig. 3. ROC curves for retrieval on the pose database, with (red (Kontschieder et al.)
and green (ICS)), and without (blue) using context information

Table 1. Retrieval Results (AUC).

EigenFaces EigenFaces+ Kontschieder EigenFaces+ICS

83.93% 96.74% 96.48
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The retrieval results improve substantially from AUROC 83.9% to 96.7% (see
Table 1) using contextual similarity. The difference in results is demonstrated in
Figure 4, which shows the retrieval results of an image of one person with and
without the contextual similarity. For this example ICS was used for context
enhancement. It can be seen that using the contextual information enables the
retrieval of images of the same person in poses that are very different from the
query image. Without the use of context, the images of different people are
visually more similar to the images of the same person in two very different
poses. As you can see the 5th retrieved result is an image of a different person
but it’s visually more similar than the image of the same person with more pose
angle.

Fig. 4. The query image (first column) and the retrieval results of the best 10 matching
images before (first row) and after (second row) including context information using
ICS, notice that the other people other than the one in the original image for the query
are blurred out because we’re not authorized to publish them.

5 Iterative Contextual Similarity

It can be seen from the results in Figures 1, 2 and 4 that the improvement
in retrieval, especially for images very visually different from the query image,
is partially due to the existence of intermediary images between them. In this
section we show that the advantage of contextual similarity can also be achieved
using a simple iterative ranking approach that we call the Iterative Contextual
Similarity. First, assume we have N images, and let X0(i, j), i=1,2,..,N, j =1,2,..,N
be the initial distance matrix, where X(i,j) is the distance (dissimilarity) between
the two images numbered i and j, defined using any of the image similarity
techniques. Let a be the query image. We define an iterative algorithm, in each
iteration, the image the most similar to the query image is selected and is added
to the set ST , which is initially empty (S0={}):

bT = argmin
{
XT (a, j)

}
, j 6= a, j = 1, 2, . . . , N, j /∈ S

ST = ST−1 ∪ bT

This is the original definition of the KNN algorithm, now our suggested
addition is that the after the selection of each image, the distances of all the
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other images are updates according to the new selected image bT :

XT (a, j) = f
{
XT−1 (a, j) , XT−1(b

T−1
, j)

}
, j 6= a, j = 1, 2, . . . , N, j /∈ S

Where f is the combining function, in the first iteration, the distance of each node
to the query image, will be updated according to the distance to the new selected
first hit, the image b, as defined by the combining function. The combining
function can be tailored according to the problem characteristics, for example,
the Sheffield Face Database, it was chosen to be a simple minimum function:

XT (a, j) = min
{
XT−1 (a, j) , XT−1(b

T−1
, j)

}
, j 6= a, j = 1, 2, . . . , N, j /∈ S

By using the minimum function, the resulting behavior is that, each iteration,
the image that is selected is the image most similar to any of the images already
matched to the query image or the query image itself. The testing results for
this algorithm on the faces database is shown in Figure 3 in green, and the AUC
in Table 1, despite this very simple approach, the results are comparable to the
increase of performance of the more sophisticated context similarity techniques.

Table 2. Bulls eye rates on MPEG7 dataset.

IDSC IDSC+ICS HF HF+ICS

85.7% 87.4% 89.6% 91.1%

We also test this new iterative procedure against well-known silhouette image
databases. Table 2 shows the overall improvement in the retrieval results on the
MPEG7 dataset, based on two different shape descriptors; the IDSC [27] and
the Height Function [25]. The combining function chosen for those two dataset
was an averaging function with a decaying weight.

6 Conclusion

Context-aware algorithms achieve great improvements of retrieval rates over con-
ventional mutual distance techniques. In this paper we show how such algorithms
can be used for applications beyond the simple shape database, giving significant
improvements in the pose-independent face image retrieval which is one of the
more challenging problems in facial recognition.

We also show that the benefit from contextual information can be achieved
with alterations to conventional knn for ranking, simple yet flexible enough tech-
nique to adapt to different applications. The use of such contextual techniques
is a promising prospect for other Image Retrieval fields to improve them beyond
visual similarity.



8 Islam Almasri

References

1. Latecki, L.J., Lakamper, R., Eckhardt, T.: Shape descriptors for non-rigid shapes
with a single closed contour. In: Computer Vision and Pattern Recognition, 2000.
Proceedings. IEEE Conference on. Volume 1., IEEE (2000) 424–429

2. Sharvit, D., Chan, J., Tek, H., Kimia, B.B.: Symmetry-based indexing of image
databases. In: Content-Based Access of Image and Video Libraries, 1998. Proceed-
ings. IEEE Workshop on, IEEE (1998) 56–62
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