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Abstract. In this paper, we propose real-time hand tracking with a
depth camera by using a Kalman Filter and an improved DAM-Shift(Depth-
based adaptive mean shift) algorithm for occlusion handling. DAM-Shift
is a useful algorithm for hand tracking, but difficult to track when occlu-
sion occurs. To detect the hand region, we use a classifier that combines
a boosting and a cascade structure. To verify occlusion, we predict in
real time the center position of the hand region using Kalman Filter and
calculate the major axis using the central moment of the preceding depth
image. Using these factors, we measure real-time hand thickness through
a projection and the threshold value of the thickness using a 2nd linear
model. If the hand region is partially occluded, we cut the useless region.
Experimental results show that the proposed approach outperforms the
existing method.

1 Introduction

In the last few decades, various studies have been conducted on automatic anal-
ysis of human behavior. The most sophisticated research on the subject is being
carried out in HCI(human-computer interaction). Human gesture recognition
is an important area in this field. A gesture is a simple and effective nonverbal
communication tool that assists complex human interactions. In many fields such
as sign language, hand gesture recognition is a primary method for those with
hearing impairment to smart devices for effective interactions. Several methods
have been proposed for gesture recognition, which includes hand region detection
and hand feature extraction. Existing research on the subject includes analyz-
ing hand images using a data glove[1,2,3], color data [4, 5], a combination of
color and depth data [6,7,8], and depth data alone [9,10,11,12,13]. It is difficult
to devise an interface for a data glove because it requires a line to connect to
the entire system. Various studies that integrate depth and color data seek to
mitigate the sensitivity of the color data method to environmental changes. Un-
der the assumption that the hand lies before the body. Park et al. [6] generated
a histogram from a depth image of the Kinect motion sensing input device to
detect candidate hand regions, and located a final hand region by using Bayes
rule and skin color to find the precise hand region. This method executes signifi-
cantly better than the sole use of the color and depth data, however performance
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decreases in darkness due to its basic assumption; that is, the hand always lies
before the body and the use of color. Van den Bergh and Van Gool [7] suggested
a combined method that locates a face in a color image, removes the background
by using the threshold value along with the distance of the detected face, and
searches the hand region in the remaining region. Furthermore, this method is
more accurate than ones that use either a depth or a color image, but requires
more processing time and is more difficult to use in dim lighting. Trindade et al.
[8] proposed skin color filtering by using an RGB-D sensor prior of detecting the
face, body, and hand regions, distributing the histogram with the depth axis,
and filtering out the hand region based on a threshold value. The outliers are
thus removed by k-means clustering to find the center of the hand region, which
becomes the base point for detecting the hand region and for pose recognition.
This method, with a mixed use of color and depth data, can improve detection
accuracy by deleting outliers during filtering and applying a segmentation tech-
nique. However, this method is difficult to use in varying lighting conditions and
is sensitive to errors because it undergoes several processes prior to hand region
detection.

Fig. 1. Structure of occlusion handling tracking system.

To overcome these problems, we only use depth data from the Kinect camera
sensor. To track the hand region, we use a boosting and cascading algorithm to
detect region. Figure 1 shows the structure of our proposed system which consists
of main two steps: prediction and verification of occlusion. The remainder of this
paper is structured as follows: in section 2, we explain hand region prediction us-
ing Kalman Filter. Section 3 explains improved DAM-Shift[14], comparing with
traditional DAM-Shift. Section 4 describes our testing environment along with
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experimental results that confirm the effectiveness of the proposed algorithm.
We present our conclusions in section 5.

2 Prediction of Hand Region

Prior to the region growing process, we need to find the point, which is the one of
hand region. Traditional method locates the nearest point from the center of the
previous hand region. However, if the hand moves too fast or if the background
environment is too complex, this method causes an error in tracking the hand
region. Figure 2 shows the problem with the traditional method.

Fig. 2. Problem with the traditional tracking method. (a),(b),(c) is a set that fail to
track. (d),(e) is also a set.

To solve this problem, we use a prediction method that combines Kalman
Filter, previous hand moving velocity and 2nd polynomial model. Using only
velocity, it is too risky because in except situation, this method occur the error
due to the prediction point moves too much. Thus, in order to reduce the error
rate, we use 3D Kalman Filter. Furthermore, when the distance between the
hand and the camera is small, hand tends to move considerably in a correspond-
ing image; otherwise, it only moves slightly. We use this observation in a 2nd
polynomial model in order to predict hand region size and use 2nd polynomial
model to predict hand region movement. [15]
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Equation (1) is to presume the radius of the including circle of a hand region.
x represents the depth of a candidate hand region in the current image. To make
the value r, we need the coefficients α =

[
α1 α2 α3

]
. These coefficients can be

calculated by (2) and (3). The value of xi and ri are manually collected during
the learning phase. We check the size of a hand region by varying the depth values
of the hand region. We assume that the size of the hand could be represented
as the 2nd polynomial function of depth. Therefore, if α is determined by the
learning data, the hand region size can be predicted by using (1).

Pi(x, y, z) = KF{Ci−1 +
β · r√
w2 + h2

(2× Ci−1 − 3× Ci−2 + Ci−3)} (4)

Equation (4) estimates of the hand region with the predicted hand region size.
KF (·) represents the Kalman Filter. Pi(x, y, z) is the predicted hand center. Ci
is the hand center of i-th image. w and h represent the image width and height,
respectively and β is the weight value, mostly it use from 0.3 to 0.7. Figure 3
shows the predicted point and the previous center point of the hand region.

Fig. 3. Prediction of center point. Rectangle : Predicted center, Circle : Previous center.
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3 DAM-Shift with Occlusion Handling

3.1 Detecting and Handling Occlusion

The major assumptions underlying hand occlusion prevention are that the track-
ing arm region always lies below the hand region, and that the thickness of the
arm is always less than the thickness of hand. Given these assumptions, the
occluded image can be found and the hand region can be revised. After the
occlusion frames, this method is easy to re-track the hand region. To calculate
thickness, the major axis of the hand region is required. We use central moment
to measure this axis.

θ =
1

2
tan−1(

2µ
′

11

µ
′
20 − µ

′
02

) (5)

Cx =
M10

M00
, Cy =

M01

M00
(6)

Fig. 4. Elimination of occluded region. (a) Input image, (b) Found occluded region,
(c) Hand region, (d) Thickness projection.
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In equation (5), θ is the angle of the major axis. µ
′

11 is the value of µ11/M00,
µ

′

20 is that of µ20/M00 and µ
′

02 is that of µ02/M00. In equation (6), Cx and Cy are
the center point of each coordinate of this region. Following this measurement,
we make a projection histogram using this axis. Figure 4 (b) shows a projected
image with the major axis.

In figure 4 (d), the gray line in the projection histogram is the value of r,
the radius of the hand region in equation (1). If the thickness value is greater
than the radius, it means the region is occluded by other objects. Therefore, if
we detect a region as occluded, we remove it , as it is useless. Figure 4 (c) shows
an example of the removal of the occluded region.

3.2 DAM-Shift

DAM-Shift is defined similarly to Mean Shift [16], but its kernel size changes
according to the depth values and the iteration time. Equation (7) represents
the DAM-Shift algorithm.

TPmeani+1 =

∑
p∈Ω p ·K(p, TPmeani , DTPmeani−1 , i)∑
p∈ΩK(p, TPmeani , DTPmeant−1 , i)

(7)

K(p, s, d, i) =
{1 ||p− s|| < R(d, i)

0 otherwise,
(8)

R(d, i) =
{ SPM(d) 2SPM(d)− i · Trc < SPM(d)

2SPM(d)− i · Trc otherwise,
(9)

SPM(d) = α1 + α2d+ α3d
2 (10)

TPmeani+1 in the above represents the tracking point coordinates at the i + 1
iteration. These coordinates are updated as the iteration continues. K(·) presents
a kernel function whose size changes depending on the depth of the tracking
point.DTPmeant−1 depicts the depth value of the tracking point in the t−1th frame.
p represents a point that belongs to set Ω and denotes the set of valid borderlines
VB obtained during the region growing. The coordinates of the nearest point
TP seedt is acquired as in region growing, and it is substituted for TPmean0 .
As the iteration continues, TPmeant+1 is alternated with TPmeant for the next
iteration. The process is repeated until the point of convergence. In Equation
(8), The radius R(d, i) of the kernel function changes according to the depth
value and the number of repetition. Equation (9) extracts the radius according
to depth and repetition. For this purpose, the function SPM(d) is used, which
corresponds to the 2nd polynomial model defined in Section 2. Figure 6 shows
the process of determining the tracking point using the DAM-Shift algorithm.
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Fig. 5. Example of the movement of DAM-Shift.

Fig. 6. Results of hand tracking.

4 Experimental Results

For experimental evaluation, we used a computer with an Intel(R) Core(TM)
i5-3470 CPU and an 8GBbyte memory. We have used Microsoft Kinect camera,
(320 × 240 pixels) at 30fps to acquire depth images.

In figure 6 shows the results of hand tracking in input frames at one sec-
ond interval. The point shows the center point of the hand region and the tail
represents the tracked line.

Figure 7 shows the features of the hand region. The white line shows the axis
of the hand region and the rectangle is its predicted center point. This shows that
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Fig. 7. Results of hand features.

it solved the occlusion problem to track. Further, occluded region can checked
at Figure 8, shows the results of hand projection.

Fig. 8. Results of hand projection with checking occlusion.

5 Conclusions

We proposed a hand tracking method that works well in the real world environ-
ment. For tracking a hand, we have developed improved DAM-Shift to handle
the occlusion. Our 2nd polynomial model and Kalman Filter work well to predict
the center of the hand, which plays an important role in confining a search area.
To handle occlusion, we developed an improved DAM-Shift, which consists of
axis extraction and make hand projection to verify and remove occlusion region.
As the experimental results, our method eliminates the occlusion region well and
reduce problem encountered in hand tracking.
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