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Abstract. Text detection in images of natural scenes is important for
scene understanding, content-based image analysis, assistive navigation
and automatic geocoding. Achieving such text detection is challenging
due to complex backgrounds, non-uniform illumination, and variations in
text font, size, and orientation. In this paper, we present a novel hybrid
approach for detecting text robustly in natural scenes. We connect two
text-detection methods in parallel structure: (1) a connected-component
method and (2) a sliding-window method and outputs basically both re-
sults. The connected-component method generates text lines based on
local relations of connected components. The sliding-window method
consisting of a novel Hough Transform-based method generates text lines
based on global structure. These two text-detection methods can output
complementary results, which enables the system to detect various texts
in natural scenes.
Testing with the ICDAR2013 text localization dataset shows that the
proposed scheme outperforms the latest published algorithms and the
parallel structure consisting of the two different methods contributes to
decreasing false negatives and improves recall rate.

1 Introduction

Text detection in natural scenes has a wide range of applications, such as aug-
mented reality devices, image retrieval, and robotic navigation. Extraction of
texts from natural scenes, however, is much more difficult than reading texts
from scanned materials. Images which capture natural scenes are variable and
subject to the influences of background clutter, lighting conditions, shadowing
at different distances as well as the different perspectives, rotations, and skews
of the image itself. Moreover, texts in natural scenes can appear anywhere in the
image and can have different sizes and layouts.

A great number of works deals directly with detection of text from natural
images. In general, the methods for detection text can be broadly categorized into
three groups: Connected component methods, sliding-window methods and hy-
brid methods. Connected component methods (CC method) have recently grown
more popular and have reported promising performance on the ICDAR2013 Ro-
bust Reading Competition [3]. These methods first detect individual connected
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components by using local properties (color, stroke-width, etc.) and assuming
that the selected property does not change much for neighboring characters. The
connected components are then grouped into higher structures such as words and
text lines in subsequent stages. The advantage of CC methods is that the com-
plexity typically does not depend on the parameters of the text (range of scales,
orientations, fonts) and character segmentation is typically obtained, which can
be used for optical character recognition (OCR). But they are sensitive to clut-
ter and occlusions which change connected component structure. Sliding-window
methods scan the image at a number of scales and the presence of text is esti-
mated. Generally, a feature vector extracted from each local region is fed into a
classifier which estimates the likelihood of text. Then, neighboring text regions
are merged to generate text lines. These methods are generally more robust
to noise in the image than other methods. On the other hand, a major limi-
tation of these methods is the high computational complexity due to the need
to scan the image at several scales. Additionally, these algorithms are typically
unable to detect highly slanted text. Hybrid methods integrate CC methods and
sliding-window method in order to take advantages of both methods.

In this paper, we present a new hybrid system which connects a CC method
and a sliding-window method in parallel to detect text lines. The CC method
generates text lines by means of a neighborhood graph. It generates lines based
on local relations between connected components. On the other hand, in the
sliding-window method, we adopt a new extended Hough transform-based text
line generator. The extended Hough transform uses not only position information
but also size information of text region in generation of text lines. It generates
lines based on global structure that a text line consists of characters which have
similar sizes and lie on a nearly straight line. This system outputs both text
lines which two methods generate except in the case of overlapped regions. It
can detect various text patterns in natural scenes by using these two types of
results, which complement one another.

The rest of this paper is organized as follows. Previous work is presented
in section 2 and our proposed algorithm is described in detail in section 3.
Experimental results are presented in Section 4, and we conclude this paper
in Section 5.

2 Previous work

The majority of recently published methods for text detection are CC meth-
ods [2, 12, 13, 8]. The methods differ in their approach to individual character
detection, which can be based on edge detection [2, 12], character energy calcu-
lation [13] or extreme region (ER) detection [8]. Although these methods pay
close attention to individual character detection, final segmentation (extractor
of connected components) is done at a low level using only local features.

Sliding-window Methods [1, 6] use a window which is moved over the im-
age, and the presence of texts is estimated on the basis of local image features.
While these methods are generally more robust to noise in the image than other
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methods, their computational complexity is high because of the need to search
with many windows of different sizes, aspect ratios and, potentially, rotations.
Additionally, support for slanted or perspective distorted text is limited, and
sliding-window methods do not always provide text segmentation information
accurate enough to be used for character recognition.

A hybrid method was presented by Pan et al [10]. It consists of a text re-
gion detector and a connected components extractor based on an image local
binarization in series. It makes use of size information obtained by the region
detector in the image local binarization process and filter out non-text region. It
connects the region detector with the connected components extractor directly
to decrease false positives in the connected component extraction process.

3 Algorithm description

As mentioned above, both CC methods and sliding-window methods have weak
points. Neither alone detects texts universally well. Figure 1 and 2 show some re-
sults of our two text detection methods. These figures show that the CC method
and the sliding-window method output complementary results.

Hybrid methods which integrate CC methods and sliding-window method
are likely to take advantages of both methods. Pan et al [10] connect them in
serial. But we connect them in parallel with an aim to decrease false negatives in
text detection. In this paper, we present a hybrid system consisting of two text
detection methods (a CC method and a sliding-window method) and a method
of integrating the results. The overall scheme of our algorithm is summarized in
Figure 3. It proceeds by these steps:

1. CC-based text detection (CC method).
2. Sliding window-based text detection (sliding-window method).
3. Integration of text lines.

3.1 CC-based text detection

Our CC-based text string detection method has four steps:

1. Image binarization.
2. Connected component extraction.
3. Connected component verification.
4. Text-line generation from connected components.

Image binarization Niblack’s binarization algorithm[9] is adopted. The for-
mula is defined as

Niblack(x) =


black, ifgray(x) < µ(x)− k · σ(x);

white, ifgray(x) > µ(x) + k · σ(x);

gray, other

(1)
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Fig. 1. Some texts in natural scenes which can be detected by the CC method (left)
but not the sliding-window method (right). Rectangles indicate detected texts.

Fig. 2. Some texts in natural scenes which cannot be detected by the CC method
(left) but can the sliding-window method (right). Rectangles indicate detected texts.
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Fig. 3. Flowchart of our approach.

, where µ(x) and σ(x) are the mean and standard deviation of intensity within
a constant-radius window centered on the pixel x; k is a smoothing term and
gray() is gray-scale transform from color image. For a binarized image, black or
white values are extracted as text candidate while gray values are not considered
further.

Connected component extraction In binarized images, the method connects
adjacent pixels which have same value (black or white) and similar stroke width
in order to extract connected components. Stroke width can be calculated by
the stroke width transform (SWT) [2].

Connected component verification To eliminate non-character connected
components, the method rejects connected components which satisfyN/L < Tsh.
The quantityN/L is sharpness and Tsh is a threshold parameter. Sharpness is the
ratio of N , the number of pixels in the connected component, to L, the number
of pixels where gradient magnitudes exceed another threshold parameter Tgm.
The gradient magnitudes are extracted at each pixel by

√
v2 + h2 where v and

h are vertical and horizontal gradient respectively, which are calculated by an
edge detector such as Sobel filter.

Text line generation from connected components The text line genera-
tion has two steps. First, a neighborhood graph, in which nodes are connected
components, is constructed, with two connected components sharing an edge if
and only if they have similar color, brightness, position, size, and stroke width.
Second, connected components are grouped according to whether they lie on a
nearly straight line by searching each node and its attached edges in the neigh-
borhood graph by a bottom-up approach. All pairs of connected components
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in the neighborhood graph are checked to see whether the pair can be grouped
in order of increasing distance. To be grouped, a pair of connected components
must satisfy any one of the following three conditions.

Case 1 Neither connected components belongs to a group.

Case 2 One of the connected components belongs to a group and the other
connected component does not but lies on the line of the group which the
first belong to.

Case 3 The connected components belong to different groups, and each lies on
the line of the other’s group.

Figure 4 is an example of text line generation from connected components.

3.2 Sliding window-based text detection

Our sliding windows-based text detection method has two steps:

1. Character candidate detection.

2. Generation of Text line from character candidates.

Character candidate detection First, the method detects character candi-
dates. We use the detector proposed by Kozakaya et al. [5], which they used
to detect the faces of cats. We trained a character dictionary with character
samples and used this dictionary for detecting characters.

The system cascades (i) joint Haar-like features with AdaBoost [7] and (ii)
co-occurrence histograms of oriented gradients (CoHOG) descriptors with a lin-
ear support vector machine (SVM) classifier [11]. The joint Haar-like feature
improves discriminative performance by considering co-occurrence of multiple
Haar-like features. It can be calculated very quickly due to the integral image
technique. A strong classifier is learned by stagewise selection of the joint Haar-
like features according to the AdaBoost algorithm. The CoHOG descriptor is
based on gradient histogram. Gradient-based features are widely used in human
detection and object detection. The CoHOG descriptor is calculated from his-
tograms of paired gradient orientations, which we call a co-occurrence matrix.
The co-occurrence matrices with the various orientation pairs are able to capture
precise local shape information at multiple scales, and then the extracted Co-
HOG descriptors are evaluated with a linear classifier obtained by linear SVMs.
The combination of these two distinct classifiers enables fast and accurate char-
acter detection as, Figure 5 shows.

Generation of Text line from character candidates Second, the method
generates text line from the character candidates. We use the extended Hough
transform proposed by Kohno et al.[4] to detect text lines which consist of an
array of similar size character candidates. The normal Hough transform detects
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Fig. 4. An example of text line generation from connected components.
(Upper left) Yellow broken lines represent edges of the neighborhood graph.
(From upper middle to lower right) Text line generation proceeds in steps. Yellow
broken lines represent potential groupings. Red solid lines represent current accepted
groupings and red broken lines represent rejected groupings. Orange solid lines repre-
sent groupings which had been accepted and orange rectangles represent the resultant
text lines.
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Fig. 5. An example of character candidate detection. (Left) Original image, (Right)
Character detection results by (i) joint Haar-like features with AdaBoost and (ii) Co-
HOG descriptors with a linear SVM. Gray rectangles represent regions detected by (i)
but rejected by (ii). Red rectangles represent regions detected by (i) and accepted by
(ii).

Fig. 6. Normal Hough transform. (Green point) pixels which are to be voted.
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line consisting of pixels (Figure 6). The parameter space is two-dimensional, with
parameters ρ and θ determining the line:

ρ = x cos θ + y sin θ. (2)

Kohno et al.[4] extends the Hough transform to generate text lines, which
consist of characters and have width (Figure 7). In the extended Hough trans-
form, the parameter space is three dimensional consisting of the previous pa-
rameters (ρ and θ) and the new parameter s. s represents text-line width as
obtained from the character candidate’s height. In the extended Hough trans-
form, character candidate regions (x, y, s) are voted for, instead of pixels. Here,
(x, y) is the center coordinate of a character candidate. The method can detect
text lines consisting of character candidates which have similar sizes and lie on
a nearly straight line. It can detect not only text line position parameter (ρ, θ)
but also line width s. Figure 8 shows an example of detection by the extended
Hough transform. This example shows that it can generate neighboring text
lines which have different region and different sizes even if character candidate
regions overlap each other. We summarize differences between the two Hough

Fig. 7. The extended Hough transform. (Green rectangles) character candidate re-
gions which are voted.

transforms in Table 1.

3.3 Integration of two text string detection

The proposed method integrates results from two types of text string candidates.
We will briefly remind readers of the results’ characteristics here. Figure 9 shows
results from each type of text detection method. The CC method tends to output
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Fig. 8. Text detected by the extended Hough transform. (Left) Character candidate
regions, (Right) text lines generated by the extended Hough transform.
Table 1. Differences between the normal Hough transform and the extended Hough
transform.

The normal Hough The extended Hough

Voting unit Pixel Region
(dot) (character candidate)

Voting value x, y x, y, s

Parameters space ρ, θ ρ, θ, s

candidates which are more accurately positioned than those detected by the
sliding-window method, and so we give higher weight to results from the CC
method.

Fig. 9. Positions detected by CC method (upper) and sliding-window method
(Lower). The CC method gives rectangular results. The sliding-window method gives
distortion-corrected quadrilaterals. Yellow broken rectangles represent correct text po-
sitions. Red broken rectangles represent detected text positions.

The integration of results from the two methods is performed in the following
three cases as shown Figure 10.

Case 1: Isolation All regions are accepted.

Case 2: Inclusion Outer regions are accepted. Inner regions are rejected.

Case 3: Overlap Regions generated by the CC method are accepted. Regions
generated by the sliding-window method are rejected.
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This has the obvious effect of prioritizing results from the CC method. Figure 11
shows an example initial candidates and the integrated result. This text string

Fig. 10. Integration of two text string detection. Green rectangles represent regions
generated by the CC method. Blue rectangles represent regions generated by the
sliding-window method. Black rectangles represent integrated regions.

integration procedure can be summarized as follows.

L := ∅
for all tci ∈M, tcj ∈N

if tci ⊃ tsj then L := L ∪ {tci}
elseif tci ⊂ tsj then L := L ∪ {tsj}
elseif region(tci ∩ tsj) > Threshold then L := L ∪ {tci}
else L := L ∪ {tci , tsj}

endfor
return L

In this procedure, M represents results from the CC method, N represets
results from the sliding-window method and L is resultant text lines.

4 Experiments

We evaluate the performance of the proposed method on a public dataset:The
ICDAR 2013 Robust Reading competition test dataset[3]. It contains 1095 words
in 233 images. We use 61 images which we collected as training dataset for the
character candidate detector. Under the ICDAR 2013 competition evaluation
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Fig. 11. An example of the integration method. (Left) Results of the CC method.
(Right) Results of the sliding-window method. (Middle) Results of the integration.
Rectangles are detected text regions, colored by method.

scheme [3], the method achieves the recall of 67.85% , precision of 86.80% and
an F-score corresponding to 76.17% in text localization This F-score is bet-
ter than that of the winner of the ICDAR 2013 Robust Reading competition
(75.89%) 1. Table 2 show the performances of our three methods: 1)our CC
method alone,2)our sliding window method alone and 3)our total system(the
proposed method) and the winner of ICDAR2013 Robust Reading competition.
These results show that the integration process improves recall rate.

Table 2. The text detection results.

Method Recall (%) Precision (%) F-score

CC alone 61.52 81.81 70.23
Sliding window alone 58.54 85.19 69.39
Integration(Proposed) 67.85 86.80 76.17

Winner of ICDAR2013 66.45 88.47 75.89

Figure 12 shows some examples of text detection by our CC method (left),
our sliding-window method (center), and the proposed method (right).

5 Conclusion

We presented a hybrid text detection algorithm which is effective on natural
scene images. We built two text detection methods : a CC method and a sliding-
window method.

1 In the ICDAR 2013 Robust Reading competition on-line web-page[3], two meth-
ods(anon2014, SWT) reaches 77.03% and 76.80%(F-score). These two methods ex-
ceeds the winner of ICDAR2013
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Fig. 12. Examples of text detected from the ICDAR2013 dataset.
(left) CC method only , (middle) sliding-window method only and (right) integration
method(Proposed)
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In the sliding-window method, we adopt the extend Hough transform to
generate text lines based on global text line structure that a text line consists of
characters which have similar sizes and lie on a nearly straight line.

By connecting it to the CC method based on local relations between con-
nected components in parallel, the method produces fewer false negatives and
improves recall rate. Extensive testing on the ICDAR2013 test dataset shows
that the proposed scheme outperforms the latest published algorithms.

We plan to combine the text detection algorithm with a text recognition algo-
rithm to build a complete text detection and recognition system. Text recognition
would also help to reduce false positives and improve the precision rate.
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