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Abstract. We present an efficient method for character skew rectifica-
tion in scene text images. The method is based on a novel skew estima-
tors, which exploit intuitive glyph properties and which can be efficiently
computed in a linear time. The estimators are evaluated on a synthet-
ically generated data (including Latin, Cyrillic, Greek, Runic scripts)
and real scene text images, where the skew rectification by the proposed
method improves the accuracy of a state-of-the-art scene text recognition
pipeline.

1 Introduction

Scene text detection and recognition is an open problem with many interest-
ing applications. When compared to traditional printed document OCR (which
is considered to be a solved problem), scene text recognition faces additional
challenges such as complex backgrounds, variations of font face, size, texture
and image distortions. The distortions may include perspective distortion, blur
distortion, motion blur or a combination of any of the above.

In this paper, we focus on the problem of text skew estimation and sub-
sequential rectification, in order to improve text recognition accuracy. We refer
to skew as the angle of individual letters to the text direction, whereas we refer
to rotation as orientation of a word baseline relative to the horizontal direction
(see Figure 1).

rotation

skew

Fig. 1. Character skew and rotation.

We propose five novel character skew estimators, which exploit intuitive glyph
properties and which can be efficiently computed in a linear time. The estima-
tors are first evaluated on a synthetically generated data and then an existing
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TextSpotter pipeline ([1,2]) is adapted to evaluate the impact of character skew
rectification to the scene text recognition accuracy.

The rest of the paper is structured as follows. In Section 2 previous work
is presented, in Section 3 the problem of scene text geometry is introduced, in
Section 4 the proposed method is described and in Section 5 the experimental
validation is given. The paper is concluded in Section 6.

2 Related Work

The most common way to estimate text skew is using the projection profiles [3,4].
In these methods, text skew is iterated in small increments and for each value a
vertical projection profile is calculated (see Figure 2). The projection profile looks
like a series of peaks and valleys, which correspond to spaces between characters;
for the correct skew the peaks of the vertical projection profile are going to be the
highest. This can be computationally expressed by a number of measures, such
the entropy of the histogram, standard deviation variation or sum of squares.
The major drawback of these methods is their computational complexity, since
the interval of possible skews has to be iterated in small increments (this may
even prohibit the use of such methods on devices with lower performance, such
as mobile phones).

Fig. 2. In previous work, text skew is estimated by iterating all skew values and se-
lecting an optimal value using vertical projection profiles.

Another group of methods focuses on skew estimation for whole documents.
The methods are based on the Hough transform [5,6], distance transform [7],
gradient Directions [8] and Focused Nearest Neighbor Clustering (FNNC) of in-
terest points [8]. The main limitation of these methods is the fact that they
require a whole document with a lot of text in a binarized form to estimate
the skew, which is often unusable for scene text where binarization (segmenta-
tion) may not be as accurate and which usually consists of short text snippets,
sometimes even with different skew or orientation.

3 Scene Text Geometry

Assuming that scene text typically appears on planar surfaces (see Figure 3),
the text transformation in an image can be modelled in the standard pinhole
camera model as a homography.
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Fig. 3. Scene text typically appears on planar surfaces.

Let us recall that a homography H can be decomposed as

H = EASP =

 s cos(θ) s sin(θ) tx
−s sin(θ) s cos(θ) ty

0 0 1

1/b 0 0
0 1 0
0 0 1

1 − tan(α) 0
0 1 0
0 0 1

 1 0 0
0 1 0
lx ly 1


(1)

where E is a 2D rigid transformation, A is an anisotropic scaling transfor-
mation, S is a skew transformation and P is a projective transformation.

A homography has 8 degrees of freedom: rotation θ, isotropic scaling factor
s, skew α, anisotropic scaling factor b, translation factors tx, ty, and perspective
shortening lx and ly.

For character recognition, the scaling and translation factors s, b, tx and
ty are not important since in the OCR stage character regions are typically
normalized to a fixed size (this applies to both training and recognition time).

Exploiting the fact that in a typical character detection pipeline text lines
are formed before the character recognition stage (see Figure 4), the direction of
the text (i.e. the text bottom line direction) can be used as an estimate for the
rotation θ.

Character Candidates
Detection

Character 
ClassificationText Line Formation

Text Line

Character 
Segment

Fig. 4. In typical scene text recognition pipelines the text direction is known before
the character recognition stage.

If we assume that the effect of perspective shortening is not significant, the
only remaining parameter required for text rectification is the skew α. The skew
α of a text in an image depends on the position of the plane in the scene, but
also on the topographical parameters of the font (e.g. a text can be written in
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italics). The skew α may therefore be different for different words on the same
plane and it is beneficial to estimate skew for each word individually.

In this paper, we focus on estimating the skew α from word segmentations
(which may contain only few characters). Applying a reverse transformation
to rectify the text skew (and rotation) improves OCR accuracy and helps to
significantly reduce the size of the training set as fonts with different slanting
(e.g. italics) don’t have to be included.

Fig. 5. Rotation rectification is not sufficient for scene text images as text is typi-
cally perspectively distorted. Scene text image (left). Rotation θ rectified (top right).
Rotation θ and skew α rectified (bottom right).

Let us also note that omitting skew estimation can lead to problems, since
text in scene images is often perspectively distorted and rectifying only rotation
leaves the character segmentations slanted (see Figure 5).

4 Skew Estimation

In this paper, we propose five novel skew estimators for character segmentation
or its polygonal approximation (the Ramer-Douglas-Peucker algorithm [9] was
used to calculate the boundary approximation).

The estimators are based on intuitive character glyphs features (e.g. char-
acter symmetricity, dominant stroke, etc.), are easy to implement and have a
low computational cost (most of them are linear in number of character glyph
points).

4.1 Vertical Dominant (VD)

Assumption 1 The dominant tangent direction of an undistorted character is
vertical.
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In other words, the dominant tangent direction corresponds to the skew α (see
Figure 6). To find the dominant tangent direction, each edge of the polygonal ap-
proximation contributes in its direction with a weight proportional to its length
to a Parzen-window density estimate

P (α) =
1

N

N∑
i=0

li

δ
√

2π
exp

(
−1

2

(
α− αi

δ

)2
)

(2)

where N is the number of edges in approximated contour, li is the edge length,
αi is the edge angle and δ (δ = 3◦) is the standard deviation of the Gaussian
PDF (smoothing parameter).

The skew estimate α̂ then corresponds to the maximum of the density esti-
mate

α̂ = arg max(P (α)) (3)

where the maximal value of P (α) gives a confidence estimate.

0 18090

Fig. 6. Vertical Dominant (VD). Character polygonal approximation, edges with the
dominant tangent direction highlighted (left). Weighted Parzen-window density esti-
mate P (α) (right).

4.2 Vertical Dominant on Convex Hull (VC)

0 90

Fig. 7. Vertical Dominant on Convex Hull (VC). Character convex hull, edges with
the dominant tangent direction highlighted (left). Weighted Parzen-window density
estimate P (α) (right).

It is expected (and verified on the training dataset), that the Vertical Dom-
inant (VD) estimator will perform poorly on characters such as S, 7, where the
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dominant tangent angle direction is not vertical. However, if the dominant tan-
gent direction is found on a convex hull instead of the segmentation polygonal
approximation, a more accurate estimate can be obtained for some characters
(see Figure 7).

4.3 Longest Edge (LE)

Assumption 2 The longest edge of a character is usually vertical.

The skew estimate α̂ is the direction of the longest edge in the polygonal
approximation (see Figure 8).

Fig. 8. Longest Edge (LE). Character polygonal approximation and the longest edge
highlighted.

4.4 Thinnest Profile (TP)

Assumption 3 The angle of the thinnest profile of a character corresponds to
the skew angle.

Text Line
Direction

wmin

wnorm

i

Fig. 9. Thinnest Profile (TP). Character polygonal approximation, its convex hull
and the pair of parallel lines with the shortest distance. The thinnest profile wmin is
normalized using the angle αi between the thinnest profile and the text line direction

The thinnest profile is found by the Rotating Calipers algorithm [10] on the
convex hull of the character polygonal approximation. The width of the profile
is normalized using the angle of the measured profile wnorm = wmin/ cosαi

where αi is the angle of current profile (see Figure 9). The Rotating Calipers
algorithm exploits an analogy of a rotating spring-loaded vernier caliper - every
time one blade of the caliper lies flat against an edge of the polygon, the algorithm
forms an antipodal pair with the point or edge touching the opposite blade. The
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complete ”rotation” of the caliper around a convex polygon finds all antipodal
pairs and is carried out in O(N) time (where N is the number of convex hull
contour points). In our implementation, Sklansky’s algorithm [11] is used to form
the convex hull from the polygonal approximation, whose complexity is linear
in the number of contour points.

4.5 Symmetric Glyph (SG)

Assumption 4 The top and the bottom parts of a character are vertically sym-
metric.

Text Line 
Direction

∆

hp

Fig. 10. Symmetric Glyph (SG). The most left and the most right points (green), the
top and bottom centers (red).

First, the topmost and the bottom-most points are found as the pixels with
longest distance from the center of bounding box of letter glyph in the direction
perpendicular to the text line direction. Next, the leftmost and the rightmost
pixels are found in the band of the height ∆, which is placed around the topmost
(respectively the bottom-most point) and which is parallel to the text line direc-
tion. Finally, the top (respectively the bottom) center is found as the center of
the line passing trough the most left and the most right points on the top (the
bottom) of the character - see Figure 10. Estimated skew α̂ is then angle of the
line connecting the top and bottom center points.

In our experiments, we set ∆ = 0.08h, where h is the height of the character.

We have observed that if the process of skew estimation using the Symmet-
ric Glyph property is repeated (i.e. the region is rectified using the estimated
skew α̂ and a new estimate is created for the rectified region), the estimation
accuracy is improved. Therefore, in our experiments, the process of estimating
and rectification is repeated until convergence.
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5 Experiments

A testing set of 10 randomly selected fonts was first created to tune the param-
eters of the skew estimators. The optimal values of each paramater have been
selected by a simple grid-search.

5.1 Synthetic Characters

In the first experiment, characters from 5 different scripts (Latin, Cyrillic, Geor-
gian, Greek and Runic) and 50 random fonts for each script (the selected fonts
were not present in the training set) were distorted with a random skew αgt.
We then compared the difference of the skew estimate α̂ of each skew estimator
with the ground truth skew αgt. If the estimated skew differs less than 3◦ we

consider the estimate as correct (see Table 1). The standard deviation of the
angle difference is measured as well. At last but not least, skew estimation error
was broken down by ground truth skew value to see how well small or large
distortions are estimated by each estimator (see Figure 11).

Table 1. Skew estimation accuracy a and standard deviation σ on synthetic characters.

Cyrillic Georgian Greek Latin Runic All
a[%] σ[◦] a[%] σ[◦] a[%] σ[◦] a[%] σ[◦] a[%] σ[◦] a[%] σ[◦]

VD 73.5 10.8 69.1 12.3 67.8 12.7 64.6 14.0 79.7 14.3 68.7 12.7
VC 70.2 9.5 54.5 12.8 61.7 10.8 64.9 8.6 59.2 13.4 66.1 9.5
LE 67.2 12.9 62.0 16.6 58.5 14.9 57.8 15.6 78.7 14.5 61.7 14.5
TP 74.1 5.9 67.2 6.3 68.3 6.5 68.8 6.0 68.3 8.5 70.7 6.1
SG 51.0 11.1 40.1 10.4 61.2 8.0 58.6 8.1 62.7 8.5 56.1 9.4

It can be observed that the most informative is the Thinnest Profile (TP) es-
timate, which has the highest accuracy and amongst all scripts. On contrary, the
Symmetric Glyph (SG) estimate performs the worst on the Cyrillic and Geor-
gian scripts, but is the third best on the Greek script (which suggests that Greek
glyphs are more symmetric) and it has the second most consistent estimates for
both small and large skews.

In the second experiment, we evaluate how much the estimators are comple-
mentary to each other. In Figure 12 we show the density plot of skew estimation
error for each pair. From the plot it can be observed that the Vertical Dominant
on Convex Hull (VC), the Symmetric Glyph (SG) and the Thinnest Profile (TP)
estimators complement each other.

5.2 Synthetic Text

In this experiment, synthetic images where generated for a random subset of
dictionary words using a font randomly selected from the Google Fonts directory
(which contains approximately 1200 fonts). For each randomly generated word,
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Fig. 11. Skew estimation error as a function of the ground truth skew.

Table 2. Skew estimation accuracy a and standard deviation σ of the combined esti-
mator on synthetic text, dependent on the text length.

2 characters 3 characters 4 characters
a[%] σ[◦] a[%] σ[◦] a[%] σ[◦]

VD+VC+SG+TP 75.9 6.4 90.5 3.6 95.4 1.9
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Fig. 12. Skew estimation error |α̂− αgt| for each estimator pair.
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a random skew in the interval 〈−40◦, 40◦〉 was applied. The skew estimate is
again considered as correct if it differs less than 3◦ from the ground truth.

In order to benefit from the complementarity of estimators (see Section 5.1),
the 4 most complementary estimators (Vertical Dominant, Vertical Dominant
on Convex Hull, Thinnest Profile and Symmetric Glyph) were combined into a
single estimator. Each estimator votes for its estimated skew α̂ with a trained
probability, and the resulting skew is obtained as the highest peak in a histogram
calculated over all word characters.

It can be observed that the combined estimator predicts skew correctly for
75.9% of words which consist of 2 characters only; the accuracy then grows to
95.4% for 4-character words (see Table 2 for estimation accuracy, Figure 13 for
examples of correctly estimated text skew).

0 90

0 90 0 90

0 90

Fig. 13. Samples of a correct skew estimation in the synthetic text dataset. The ground
truth skew αgt marked green, the estimated skew α̂ marked red.

The estimation typically fails for short words which contain many characters
that consist of slanted strokes in an undistorted view (such as v, w or y), which
create false peaks in the skew histogram (see Figure 14). However, we can see
from the histogram that the confidence of such estimates is relatively low and
therefore for practical applications for such low confidence deskewing of the word
can be skipped.

5.3 ICDAR 2013 Dataset

In the last experiment, the proposed method was incorporated into the TextSpot-
ter pipeline ([1,2]). In order to evaluate the impact of skew rectification in real-
world images, we compared the number of correctly recognized words in the
ICDAR 2013 dataset [12] (a word is correctly recognized if all its characters are
recognized correctly, using case-sensitive comparison).
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0 90 0 90

Fig. 14. Samples of an incorrect skew estimation in the synthetic text dataset. The
ground truth skew αgt marked green, the estimated skew α̂ marked red.
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HONE
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No Skew Detected

CANS ONLY

CAWS ONlY

Fig. 15. Samples from the ICDAR 2013 Dataset where the text recognition accuracy
was improved. Source image (left), original word segmentation (top right) and rectified
word segmentation (bottom right).
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Table 3. Text recognition accuracy of the TextSpotter pipeline on the ICDAR 2013
dataset with and without skew rectifcation

correctly recognized words

Rotation rectification 526 (48.03%)
Rotation and skew rectification 547 (49.95%)

Localization recall 65.38%

It can be observed (see Table 3) that the skew rectification using the pro-
posed method improved the recognition accuracy by 21 words, which is relatively
significant, given the fact that most of the text in the dataset is horizontal (ex-
amples of the words with improved text recognition are shown in the Figure 15).
Note that the localization recall of TextSpoter is only 65.38%, therefore the
recognition recall of 49.95% implies that 75% of the words that were detected
were actually recognized correctly.

6 Conclusions

We have presented five novel character skew estimators, which exploit intuitive
glyph properties and which can be efficiently computed in linear time. On syn-
thetically generated data the estimators were able to accurately estimate skew
for 5 different scripts in different fonts even for short snippets of text. On real-
world images of the ICDAR 2013 dataset the proposed method improved the
text recognition accuracy of the state-of-the-art TextSpotter pipeline ([1,2]).

The future work includes learning a custom voting function for the combined
estimator and handling of scene text on non-planar surfaces.
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