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Abstract

In this paper, we propose a new network combining holistic and partial information
for detecting crowd occluded pedestrians and irregularly posed pedestrians. It consists
of two parallel sub-networks and a fusion sub-network. We perform holistic bounding
box detection and parts prediction respectively in two parallel sub-networks. And then,
we embed parts scores into the holistic detected box using a convolutional network. The
convolutional network is constructed from a tree-structured model by mapping each step
of inference algorithm into an equivalent CNN layer. Finally, we perform non-maximum
suppression (NMS) using both detections and their pose to keep the close-by true positive
detections. Our detector outperforms the state-of-the-art methods on both CityPersons
dataset and Precarious Pedestrian dataset, which demonstrates the effectiveness of our
detector, especially for crowed occluded and irregular-posed pedestrians.

1 Introduction
Pedestrian detection is increasingly important for many applications, such as driver
assistance system, video surveillance and so on. Though tremendous strides have been
made, there are remaining open challenges such as detecting the crowd occluded and
irregular-posed pedestrians in near scale [18](80 or more pixels in height).

Crowd occluded pedestrians refer to the pedestrians occluded by each other. As shown in
Figure 1(a), the pedestrians gather together and occlude each other. This causes a decrease
in feature discrimination, and the appearance pattern formed by close pedestrians is easily
confused with that of a single pedestrian. Even worse, a true positive detection is prone to
be suppressed by a nearby primary detection of another pedestrian, turning into a missed
detection.

Another challenge for pedestrian detection is the large pose variance. Compared with
typical walking ones, irregularly posed pedestrians often appear in dangerous scenarios,
such as pedestrians tumbled or run across the road. These pedestrians scarcely appear in the
dataset and are of diverse pose configurations, which lead to low scoring even missed
detections, as shown in Figure 1(b).
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Figure 1: Diverse pedestrians. (a) Crowed occluded pedestrians. (Erroneous detection and
promiscuous overlaps) (b) Precarious pedestrians. (Missed detection and low score) Cyan
represents ground truth. Green is corrected detection. Red indicates false positives. (Best in
color.)

Most competitive pedestrian detectors model the pedestrian as a holistic template. They
utilize a bounding box tightly around a person to localize a pedestrian. Various features
(ACF [6], LDCF [15], Checkerboards [26]) are extracted according to this bounding box.
Then, a holistic template is learned based on these features and detect pedestrians by sliding
windows on the feature map. Recently, numerous CNN-based network [2, 21, 27] have
been proposed for pedestrian detection. Most of them follow the pipeline of Faster
R-CNN [17] which consists of a fully convolutional Region Proposal Network (RPN) for
proposing candidate regions and a downstream Fast R-CNN [8] classifier. Although they
achieve prevalent successes on the general pedestrian dataset, their performances on
detecting crowd occluded pedestrians and irregularly posed pedestrians are still less than
satisfactory. An important reason is that a single holistic model is often not expressive
enough to represent the rich appearance patterns of the pedestrian.

Modeling a pedestrian with body parts is an effective way to alleviate these difficulties.
DPM [7] and its variants [16, 23] are employed for pedestrian detection. They use a star
structure to represent an object by a collection of parts arranged in a deformable
configuration. Despite the good results on pedestrian detection, the simple star models are
incapable of huge pose variance and the hand-crafted HOG [5] features restrict their
competitiveness. Numerous human pose estimation methods [3, 20, 22] have been proposed
to deal with pose variance. They directly model the anatomical parts and the relationships
between parts. They have shown good performances on parts localization. However, the
anatomical body parts are not optimal for pedestrian detection, as they might be
non-discriminative with respect to the background. Moreover, some of them rely on early
committed single-person detections.

We propose a unified CNN to joint holistic and partial information for detecting crowd
occluded and irregularly posed pedestrians. It is motivated by the complementary properties
of the aforementioned two kinds of models. We impose a shared convolution network to
extract low-level features efficiently. Then, the pedestrian detection and parts prediction are
done through two branches respectively. After that, we impose a tree-structured model to
embed the evidence of each part into the detected bounding box. Specifically, the joint unit
implements the inference algorithm of the fusion model as an equivalent convolutional
network. To prevent occluded pedestrians from suppression, we define a new
non-maximum suppression (NMS) strategy on the basis of detected human pose, named as

Citation
Citation
{Doll{á}r, Wojek, Schiele, and Perona} 2009

Citation
Citation
{Nam, Doll{á}r, and Han} 2014

Citation
Citation
{Zhang, Benenson, and Schiele} 2015

Citation
Citation
{Cai, Fan, Feris, and Vasconcelos} 2016

Citation
Citation
{Wang, Xiao, Jiang, Shao, Sun, and Shen} 2018

Citation
Citation
{Zhang, Benenson, and Schiele} 2017

Citation
Citation
{Ren, He, Girshick, and Sun} 2015

Citation
Citation
{Girshick} 2015

Citation
Citation
{Felzenszwalb, Girshick, McAllester, and Ramanan} 2010

Citation
Citation
{Park, Ramanan, and Fowlkes} 2010

Citation
Citation
{Yan, Zhang, Lei, Liao, and Li} 2013

Citation
Citation
{Dalal and Triggs} 2005

Citation
Citation
{Cao, Simon, Wei, and Sheikh} 2017

Citation
Citation
{Toshev and Szegedy} 2014

Citation
Citation
{Wei, Ramakrishna, Kanade, and Sheikh} 2016



YUN ZHAO et al.: JOINT HOLISTIC AND PARTIAL CNN FOR PEDESTRIAN DETECTION 3

convs

Body

H-CNN

P-CNN

Fusion Post-P

convs

RPN FC
score

bbox

convs

parts maps

RoI
Align

convs

part i

part j

slice

maxout

maxout

sum

score

bbox

pose

pNMS

final

detections

(pose)

I

i

j

Figure 2: The architecture of our method. It consists of 4 components: body network,
partial CNN branch (P-CNN), holistic CNN branch (H-CNN) and fusion module. The fusion
module herein shows an example of score propagation on a tree of depth 2 . pNMS is the
short for pose-based non-maximum suppression.

poseNMS, which measures the overlap of two bounding boxes by considering both
overlapped area and occluded joints in two detections.

The major contributions of this paper are as follows:
1) We propose a unified framework to combine holistic and partial information for

pedestrian detection. We design a CNN-based fusion module to integrate evidence of
human parts to the detected bounding box, and demonstrate the joint model improves the
performance of pedestrian detection.

2) We propose a new NMS strategy (poseNMS) to better select final individual pedestrian
from a crowd by using both the information of bounding box and parts.

3) We achieve a state-of-the-art performance on CityPersons dataset, especially on the
heavy occluded pedestrian subset. Moreover, our detector gets a significant promotion on
the Precarious Pedestrian dataset, demonstrating that our detector is an effective method to
detect pedestrians in irregular pose configuration.

2 Proposed method
We integrate holistic detection and parts prediction into one framework, as illustrated in
Figure 2. We embed the evidence of each part to the whole bounding box by inferring on
a tree-structured model. Specifically, we implement the inference of the fusion model via
an equivalent CNN. A diagram of one step in CNN based inference algorithm is shown in
Figure 3(c).

2.1 Network Architecture
Our framework is illustrated in Fig. 2. It mainly consists of five components: the body
network for feature map generation, a holistic pedestrian detection CNN (H-CNN), a part
detection CNN (P-CNN), a fusion model for integrating partial and holistic scores, and a
post-process for selecting final detections.

From the very left, an image is forwarded through multiple convolution layers to
generate shared feature maps. Then, the network is split into two parallel branches: holistic
CNN branch (H-CNN) and partial CNN branch (P-CNN). H-CNN predicts holistic
pedestrian detections (boxes and scores) and P-CNN generates parts score maps and parts
affinity fields for parts association. Based on the detected proposals from H-CNN, we use a
RoIAlign layer [12] to convert the parts maps inside any valid region of interest into small
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Figure 3: The architecture of our fusion model. (a) The graph of human pose. Each node
represent a joint (part) of pedestrian. The 0 node represents the bounding box of detected
pedestrian. (b) The parts score is propagate from the left leaf nodes to the root node. (c)
CNN-formed computation for maximization in Equation (6). H and W represent the width
and height of the unary score map. l is the filter size. The elements in empty cells of filters are
set to zeros. su(0.236) and sv(0.236) are computed according Equation (8) under wr = 1/3
and p′k = (2,2).

maps with a fixed spatial extent of H ×W . After that, we embed the score of parts into
pedestrian detection through a pictorial structure model, where this process is implemented
in a CNN based structure.
Holistic CNN branch: We perform pedestrian detection using the same pipeline proposed
in MS-CNN [2], a modification of Faster-RCNN [17] for pedestrian detection. It consists
of two sequential stages: region proposal network (RPN) and Fast-RCNN (FRCNN). The
RPN takes feature maps from the shared networks and generates candidate object bounding
boxes. The FRCNN extracts features using ROIPool from each candidate box and uses these
features to perform classification and bounding-box regression. We denote the each detection
hypothesis as b = (x,y,w,h) and its score s(b) respectively, where (x,y) is the coordinate of
left-top corner and (w,h) is the width and height of bounding box.
Partial CNN branch: We use a pictorial structure to model human parts. Here, we refer
human anatomical joints [24] as parts, and denote the configuration of human pose as p =
(p1, . . . , pK), where pi = (xi,yi) and K is the number of the joints. The human pose is
organized in a tree structure together with geometric constraints on pairs of parts, as shown
in Figure 3(a). The unary score of part i is denoted as si(pi), and the pairwise relational score
of each edge (i, j) is ri, j(pi, p j).

The part detection branch herein follows the approach proposed in [3]. Given an image,
it simultaneously predicts a set of 2D confidence maps S of body part locations and a set of
2D vector fields R of part affinities which encode the association between pair-wise parts.
This branch is the iterative convolutional networks, following the design in CPM [22].

2.2 Fusion Model

We use the bounding boxes {b} from holistic CNN branch as proposal candidate boxes. We
convert the parts maps (S,R) inside any valid region of interest b into small maps with a
fixed spatial extent of H×W . The inference is performed on the cropped maps.

A pedestrian hypothesis (b, p1, · · · , pK) specifies the proposal bounding box of holistic
pedestrian and the location of its K parts. We represent the pedestrian hypothesis by a tree-
structured model as shown in Figure 3(a), where node 0 specifies the bounding box and the
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others indicate the positions of each part (node 1 represents neck). Then, the score of each
hypothesis is given as follow:

s(b, p1, · · · , pK) = w0 · s(b)+w0,1 · r(b, p1)+∑
i=1

wi · si(pi)+∑
i, j

wi, j · ri, j(pi, p j). (1)

wi and wi, j is the weight parameters for each node and connection, which can be trained
using SVM. For simplification, they are integrated into the value of corresponding terms and
omitted in the following formulation. The unary and pairwise terms are defined as follows:
Unary Terms: The unary terms give evidences for bounding box b and part i to lie at position
pi. The bounding box score s(b) is given by the holistic CNN branch for every bounding
box b. The unary score of part si(pi) is got from the score map Si at position pi, where Si is
generated by partial CNN branch.
Pairwise Relational Terms: These pairwise terms capture the relations between bounding
box and parts. r(b, p1) represents the spatial relationship between bounding box and neck,
defined as follows:

r(b, p1) =−||(x1,y1)− ((x0,y0)+ v1)||2, (2)

where (x0,y0) is the position of box left-corner and v1 = (xv,yv) is the anchor position of
neck. Instead of using only relative spatial information, we employ an pairwise relational
term ri, j(pi, p j) as proposed in [3]. It is computed by integrating over the part affinity field
maps Ri, j along the line segment as follow:

ri, j(pi, p j) =
∫ u=1

u=0
Ri, j(pu) ·

p j− pi

||p j− pi||
du, (3)

where pu = (1−u)pi +upk is the interpolation between two joints.

2.2.1 Inference with CNN

To detect pedestrians in an image, we compute an overall score for each proposal bounding
box according to the best possible configuration of the parts:

ŝ(b) = max
p1,··· ,pK

s(b, p1, · · · , pK). (4)

The computation of the max score can be computed as:

ŝ(b) = s(b)+max
p1

(r(b, p1)+ ŝ1(p1)). (5)

Here, the upstream score from pose ŝ1(p1) are recursively computed from the leaf nodes as
described in [1]:

ŝi(pi) = si(pi)+ ∑
k∈K(i)

max
pk

(ri,k(pi, pk)+ ŝi(pk)), (6)

where K(i) is the set of children of node i in the graph (K(i) = /0), if node i is a leaf.
To perform the whole framework in an elegant end-to-end CNN, we rephrase the

inference algorithm of the fusion model into a convolutional manner. Considering that pk is
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located in a l width regular gridM centered at pi, we reformulated the unary and pairwise
terms in Equation 6 into:

ŝk(pk) = ∑
q∈M

1q=pk · ŝk(q), (7)

ri,k(pi, pk) = wr ∑
q∈M

1q∈{pu} ·Ri,k(q), (8)

where wr is short for (1/Nu) · (pk− pi)/||pk− pi||, Nu is the number of interpolations.
Obviously, these both terms can be computed by filtering with designed filters. We design

l2 filters. Each filter represents a pk inM. We transform pk into a coordinate centered at pi
and denote it as p′k. The filters are constructed as follows:

1) Channel 1: only the one element at p′k is set to 1 and the others are set to 0.
2) Channel 2− 3: the points on the line from center to p′k is set to 1/Nu · p′k/||p′k||, and

the other points are set to 0. Nu herein represents the number of no-zero elements.
A designed filter is shown in Figure 3(c). The p′k is (2,2) relative to filter center.

For pair-wise parts i and k, we concatenate Sk and Ri,k in channel-wise as a slice of
3-channel feature map. We filter the designed filters on the feature map, and then we get
a l2-channel score map. The maximization term in Equation 6 is finally computed by a
maximization over l2 channels, as "maxout" unit described by Goodfellow et al. [10].

Given the upstream score map of neck ŝ1(p1), we compute the final score ŝ(b) following
Equation (5). This step is implemented using a CNN as proposed in [9].

Our inference algorithm of the fusion model can be seen as an extension of
DPM-CNN [9]. There are mainly two modifications. First, we extend the star model to
tree-structured model. Second, we design specific filters that rephrase the computation of
pairwise cost as convolutional filtering. This CNN form brings conveniences for the
implement of the whole framework on GPU.

2.3 Learning

Partial CNN branch: We initialize the parameters of body network and P-CNN using the
pre-trained model on COCO [14] dataset. Then we fine-tune the network on CityPersons
dataset using the anatomical landmarks annotated identically as COCO key-points. In
experiments, we find that, even without fine-tuning, the pose estimation network works
well.
Holistic CNN branch: We fix the body network and train only pedestrian detection
network. During the training of H-CNN, we use the same loss function as proposed in
MS-CNN [2]. Online Hard Example Mining (OHEM) [19] is used to choose negative
samples and accelerate convergence. The H-CNN is trained on pedestrian dataset.
Fusion model: Instead of being trained as typical CNNs, the parameters of filters are fixed
into designed values as described in Section 2.2.1. We denote the proposals containing
pedestrian as positive examples and the proposals without pedestrian as negative examples.
We use SVM to learn the weight parameters (w0, · · · ,wi,w0,1, · · · ,wi, j). We compute the
anchor position of the neck as [24] using the joints of pedestrian annotated on CityPersons
dataset.
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2.4 PoseNMS
Given detection hypotheses set {(b, p1, · · · , pK)}, we try to get the final detections through
non-maximum suppression (NMS). We define a new NMS scheme based on estimated pose
called poseNMS. This scheme greedily chooses the detections with the highest scores and
abandons their neighbors. Different from GreedyNMS which uses the intersection over
union (IoU) on bounding boxes to find these rejected neighbors, our method also takes the
similarity of poses into consideration.

We firstly select a highest scored detection hypotheses with pose pi. Then, the m-th part
in a close-by j-th detection pm

j is labeled overlapped if it falls with α ·max(hi,wi) pixels of
the corresponding joint pm

i from the anchor i-th detection . hi and wi are the height and width
of the bounding box of i-th detection, and α controls the relative threshold for considering
overlap of joints (α = 0.2). We denote the subset of occluded joints in j-th proposal as o j.

In practice, high scoring detection may include some low scoring joints on account of
occlusion. So, we select the joints whose scores are higher than β (set to 0.3) and denote
them as p̂ j. Meanwhile, we shrink the occluded joint set into ô j by discarding the joints
whose scores are higher than those in anchor detection. Then a new metric is defined as:

IoUpose = ∑
m∈ô j

sm
j / ∑

m∈p̂ j

sm
j (9)

where sm
j is the score of m-th joint in j-th detection hypothesis.

The final IoU used for NMS is computed as: IoU = IoUoverlap +wposeIoUpose, where
IoUoverlap represents the typical IoU on bounding box. In experiments, we set wpose = 1
and the rejection IoU threshold to 1. For these bounding box with no joints or too fewer
joints, we use original GreedyNMS. As shown in Figure 1(a), the pose-NMS makes better
localizations for crowd occluded pedestrians.

3 Experiments
Dataset and Metric: Our method is evaluated on both CityPersons [27] and Precarious
pedestrian dataset [13]. CityPersons [27] is a new pedestrian detection dataset on top of the
semantic segmentation dataset CityScapes [4]. It provides a total of∼ 35k person and∼ 13k
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Figure 4: Ablation experiments on two CityPersons validation subsets.
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ignored region annotations in 5000 frames. Both bounding box annotation of all persons
and visible parts are provided. The dataset is divided into train/validation/test subsets with a
consistent density of persons. All of our experiments involved CityPersons are conducted on
the reasonable subsets [18] (height > 50 pixels and overlap < 35%) for training and testing.

Precarious pedestrian dataset [13] is a novel annotated pedestrian dataset of dangerous
scenarios with a total of 951 reasonable images. It contains various kinds of scenes, such
as children running on the road, people tripping and so on. A pedestrian is annotated using
a bounding box totally surrounding a person. The Precarious dataset is split equally for
training and testing.

For evaluation on CityPersons, the log miss rate averaged over the false positive per
image (FPPI) range of [10−2,100] (MR−2) [18] is used. On Precarious dataset, we compare
the miss rate at 10−1 false positive per image as [13].
Baseline: Our baseline detector follows MS-CNN [2], a modification of Faster-RCNN [17]
for pedestrian detection. We use VGG-16 to initialize the backbone network. The difference
between our implementation and theirs is that we employ Online Hard Example Mining
(OHEM) [19] to choose hard negative samples and accelerate convergence

3.1 Ablation Study
The effect of partial information is verified by comparing our detector with the baseline
detector. The baseline+parts represents a detector using only part scores for final detections.
It means that the holistic CNN only provides candidate bounding boxes for the fusion model.
The final detector (ours) combines the score of the holistic bounding box and parts and
utilizes the poseNms for selecting the final detections. We compare the detectors on two
CityPersons validation subsets, Reasonable (height > 50 pixels, occlusion < 35%) and Near
scale+Partial occlusion (height>80 pixels, 10% <occlusion < 35%). The results are shown
in Figure 4.

It can be seen from Figure 4(a), the partial information is more helpful for performance
under lower FPPI. With fusing holistic and partial scores and employing poseNms, our
method gains an overall improvement. It is due to the facts that the part scores raise the
confidence of relatively high scored detections and the poseNms keeps the nearby occluded
pedestrians. The improvements are more obvious on the near occluded pedestrian subset, as
shown in Figure 4 (b). It demonstrates the effectiveness of our detector on detecting near
occluded pedestrians.

3.2 Comparisons with State-of-the-art Methods
3.2.1 Citypersons dataset:

We compare our method with state-of-the-art pedestrian detectors on CityPersons.
Checkerboards [26] is the state-of-the-art method without using CNN. Zhang et al. [27]
adapt FasterRCNN [17] and obtain competitive performance. Wang et al. [21] replace the
VGG-16 backbone with a faster and liter ResNet-50 [11] network. To demonstrate our
effectiveness on occlusion, we divide the reasonable subset into the partial subset
(10% <occlusion < 35%) and the bare subset (occlusion < 10%). The results are shown in
Table 1. Our proposed method achieves 12.5%MR−2, which is an absolute 3.1-point
improvement over our baseline. Moreover, it outperforms the state-of-the-art methods. In
terms of different occlusion levels, our improvements on the Partial subset is more obvious.
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Method Scale Reasonable Partial Bare
Checkerboards [26] ×1 25 - -

Zhang et al. [27] ×1 15.1 - -
×1.3 12.8 - -

RepLoss [21] ×1 13.2 16.8 7.6
Baseline ×1 15.6 17.4 9.6

Ours ×1 12.5 14.2 7.1

Table 1: Pedestrian detection results (MR−2(%)) on the CityPersons [27]. Models are trained
on train set and tested on validation set respectively.

Method 50% overlap 70% overlap
LDCF [15] 71.64% 87.37%
RPN/BF [25] 54.52% 82.8%
RPN+ [13] 42.47% 73.7%
MSCNN [2]-RPN 27.02% 74.6%
MSCNN [2] (Baseline) 13.72% 54.5%
Ours 5.82% 35.97%

Table 2: Miss rate of different detectors under different overlap ratio criteria on
Precarious [13]. We denote the miss rate at 10−1 FPPI. Ours is extremely better.

3.2.2 Precarious dataset

To demonstrate our effectiveness on pose variance, we compare our approach with other
state-of-the-art methods. Note that the state-of-the-art RPN+ [13] uses only region proposal
network (RPN). We train MS-CNN [2] on the precarious train dataset as our baseline
detector. The results on reasonable [18] test dataset are presented in Table 2. Interestingly,
our baseline detector (MS-CNN [2]) have already gained huge improvements on
performance comparing with RPN+ [13]. The huge improvements attribute to the fine
modification [2] for pedestrian detection and the additional detection sub-network [17].

Our final result is shown in Table 2. During testing, we refine the final detected
bounding box using the estimated pedestrian pose. This is implemented using four linear
functions that map a feature vector containing the positions of the original bounding box
and each part to the upper-left corner and width-height of the final bounding box. Our
detector significantly outperforms all other methods. By combining the holistic and partial
information, our detector gains a 7.9% improvement at 0.5 overlap ratio criteria and a
higher 18.53% improvement at stricter 0.7 criteria.

3.2.3 Instance analysis

We show some instance results on both Citypersons and Precarious datasets in Figure 5.
The red boxes indicate the wrong detections and the red dash boxes represent the missed
detections. The first row shows some wrong results of our baseline detector using only
holistic CNN branch. They are caused by crowd occlusion or irregular human pose. The
results of our final detector are shown in the second row where our detector can effectively
detect the crowd occluded and irregular-posed pedestrians. Meanwhile, we show some
detections using only partial CNN branch in the third row of Figure 5. The first two
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X: 426 Y: 361
RGB: 89, 58, 63

Figure 5: Instance results on Citypersons and Precarious datasets. The first row shows the
results of our baseline detector (only holistic CNN branch). The third row shows the results
of our detector for parts (only partial CNN branch). The second and fourth rows show the
results of our final detector. The red boxes represent false positives. The green ones are true
positives. The red dash box represents the missed detection.

columns show that the partial CNN branch is incapable of handling small scaled pedestrians
and intermediately truncated pedestrians. The last third columns indicate the partial branch
is easy to generate false positives on some vehicles and traffic signs The fourth row shows
the results of jointing holistic and partial information. It can effectively detect the small
scaled pedestrian and eliminate the false positives.

4 Conclusion

In this paper, we propose a unified CNN to joint holistic and partial information for
detecting crowd occluded and irregularly posed pedestrians. We impose a tree-structured
model to embed the evidence of each parts into the detected bounding box and perform the
joint unit as a convolutional network. Benefit from complementary properties of holistic
and partial models, our detector achieves the best performance on Citypersons [27] and
Precarious [13] datasets. The superiority of dealing with the unusual pedestrian on
Precarious dataset demonstrates that our detector has great potential to be integrated into
real-world applications.
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