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Abstract

In this work, we propose a neural network with novelty attention modules to per-
form human gesture recognition from point cloud data. Our network directly takes point
clouds as input, and the attention modules learn to pay attention to only points that con-
tribute to more accurate gesture recognition. The input point cloud consists of both
spatial and temporal dimensions since the point cloud frames are concatenated as one
input sample. This enables the network to learn the spatio-temporal features of the data
without explicit modeling of gesture dynamics. The gather and scatter operations are
proposed for points downsampling and upsampling in the feature space. We evaluate the
performance of our network using a dataset of common Japanese gestures. The proposed
network achieves state-of-the-art performance on this dataset. The analysis of architec-
ture design and parameter choices are also discussed.

1 Introduction

Human gesture recognition plays an important role in several application domains ranging
from human-robot collaborative [18] to video surveillance for security [10], and sign lan-
guage recognition [20]. The problem has been extensively studied in the computer vision
community by using images and videos [21, 27, 34]. However, 2D images give only limited
information of the physical size and shape of an object in a scene. Recently, 3D sensors
became more affordable, this allows 3D data such as depth images and 3D point clouds for
more uses. These 3D data representations have many advantages over its 2D counterpart
such as explicit geometry, and illumination invariance. For example, point clouds express
the geometry in terms of 3D coordinates so that the size and shape of an object in a scene
can be straightforwardly computed from its 3D coordinates. A depth image has been popu-
larly used in many gesture recognition works [3, 28]. For example, Xia et al. [33] proposed
a filter method to extract local spatio-temporal interest points from depth videos for action
recognition. However, many of the works relied on hand-engineered features extracted from
3D data. Thus automatic feature extraction methods are needed.
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In this paper, we are interested in using a neural network to learn features of point cloud
data for gesture recognition. The point cloud is an unorganized set of points in 3D space.
Point clouds can be easily acquired using 3D sensors like Kinect camera or intel RealSense
camera. It has been used in several applications including gesture recognition. The gesture
recognition is mainly focusing on the upper body movements of the subject which convey a
meaning within a particular context. Therefore, designing a network with attention capability
to focus on certain parts of the body for gesture recognition is an interesting area of research.
However, there is a difficulty using point clouds with typical convolutional architectures
which require regular input data formats, like those of image grids or 3D voxels. Since point
clouds are not in a regular format, it is normally transformed to 3D voxels or multi-views
of images before feeding them to deep learning networks. For example, Liang et al. [15]
proposed a method to perform a hand gesture recognition which projects point cloud into
view images before feeding into a convolutional neural network for feature extraction.

The main challenge in our work is to design the attention mechanism which can be used
with point cloud data. In this work, the point cloud frames are directly fed into the network.
The main contributions of this paper are as follows: (1) We propose a neural network with
attention modules for predicting dynamic gestures using point cloud data, (2) The gather
and scatter operations are proposed in order to sample the most informative points in the
feature space for attention mechanism. The attention modules make use of these operations
in order to downsample and upsample the number of points in input point clouds. (3) We
demonstrate our network’s performance on the common Japanese gestures dataset. As a
result, the network outperforms the state-of-the-art model on this dataset. We also show the
effectiveness of the attention modules.

The remaining of the paper are organized as follows. Related works are discussed in
Section 2. The proposed attention module and network architecture are explained in detail in
Section 3. In Section 4, the experiments are demonstrated, the results and analysis are also
discussed. We then conclude our work in Section 5.

2 Related Work

Deep Learning on Point cloud: The problem of utilizing point clouds as inputs of deep
learning models has been addressed for several tasks in the past few years [22, 23, 26, 32].
Qi et al. [22] is a pioneer introducing a network, named PointNet, that worked directly on
point cloud data for 3D object classification and segmentation. Klokov et al. [13] proposed
a Kd-network which takes a Kd-tree structure of point clouds as an input. This network does
not require input to be in the grid-like structure. However, all of these works focused only
on rigid object classification and segmentation.

Attention Mechanism: Attention mechanism is inspired by how the human eye works,
i.e. our eye tends to pay attention to only a particular region of the view we are looking
at. Attention mechanism has been used mostly for image and video captioning [35] and
machine translation [29]. There are two types of attention (1) soft attention and (2) hard
attention. Soft attention is a differentiable deterministic process so that it can be trained
with a backpropagation algorithm. Examples of soft attention are [8, 30, 35]. Sharma et
al. [25] proposed a network for action recognition using visual attention which is a kind of
soft attention. Hard attention, on the other hand, is a non-differentiable stochastic process
and relies on a sampling-based method for training. Gregor et al. [7] proposed a network
which classifies and generates images by focusing on arbitrary regions of the input and output
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respectively. However, there are not many works that utilize attention mechanism with 3D
data, especially point cloud data. Thus, we propose to leverage the soft attention mechanism
for gesture recognition using point cloud data in this work.

Deep Learning for Gesture Recognition: Learning-based methods outperform traditional
approaches that relied on handcrafted features [16, 31]. Asadi-Aghbolaghi et al. [2] pro-
vided a survey on deep learning approaches which utilize image sequence for gesture and
action recognition. Many works have focused only on an image for gesture recognition. For
3D data, Kang et al. [11] used the depth images as input of the convolutional neural network
for a real-time sign language fingerspelling recognition. Owoyemi and Hashimoto [19] con-
verted point cloud frames into 3D occupancy grids before feeding them into 3DCNN for
gesture prediction. Using such a data representation has a few drawbacks. First, 3D voxels
consume a lot of memory since there is a need for storing 3D grids. Second, the models
require much computational cost because the conversion from point clouds to 3D voxels is
required before a prediction.

3 Method

In this section we introduce the main components of our framework. We first explain the
proposed gather and scatter operations which are used in the attention modules for down-
sampling and upsampling the input features. The structure of our attention modules and
how the gather and scatter are used are then discussed. Finally, the network integrated with
attention modules is explained in details.

3.1 Gather and Scatter Operations

The proposed attention module makes use of bottom-up top-down structure to learn atten-
tion masks. This structure requires the network to downsample and upsample the feature
maps. Since a point cloud is an unorganized set of points, the spatial relationship among
points is not available, i.e., there is an N! permutations of points in data feeding order. So
that the traditional max-pooling for downsampling and the deconvolution operation [36]
for upsampling are not applicable. Therefore we propose the gather and scatter operations
for downsampling and upsampling points in the point cloud. These operations are inspired
by [24], but our operations differ from [24] in that there is no need of mask to guide the
convolutional kernels.

The fundamental idea behind our gather and scatter operations is that instead of convolv-
ing the features of every point, only the most informative K points in the feature space are
selected for further feature learning. The informative points are identified by the average
values along the feature dimension. These can be seen as sparse operations. Let assume
that the input tensor has a shape of N x D, where N represents the number of points, and D
represents the number of feature dimensions.

Gather: The gather operation is depicted in Figure 1(a). The average of feature values
of each point, p; € P, fori=1,...,N and P is a set of points, is computed. The top K points
with highest average values are gathered as the most informative points in the feature space
where K < N. These K points are then sliced out, giving the output tensor of shape K x D.
Mathematically,

T{plv""pK}:TOP—K(?n:l,...,N)7 ey
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Figure 1: (a) The gather and scatter operations for downsamping and upsampling point
clouds. Note that D and D’ represent the channel dimensions of conv. layers. (b) The
attention module in the bottom-up and top-down structure with skip connection.

where T denotes the output tensor of the gather operation, f represents the average feature
value of each point in the feature space. Top_K is an operation that picks out K points with
largest f. The order of the selected points in T is in descending order. This tensor can then
be used for feature learning. Note that a list of indices of the top K points is also retrieved
for later use in the scatter operation. This operation can be seen as global max-pooling for
dimensional reduction.

Scatter: After those most informative K points are processed by some number of convo-
lutional layers, the results are then added back to the same location where they are gathered
from in the input tensor. This can be achieved by referring to the list of indices retrieved
by the gather operation. Thus the output tensor has the same shape as the input tensor, i.e.,
N x D. So that this operation can be used for upsampling. Figure 1(a) illustrates how the
scatter operation works.

3.2 Attention Module

In our work, we make use of the soft attention mechanism for point attention. The goal
of an attention module is to identify the most informative points and exploit their features
for the network to make prediction decisions. This attention module is designed on the
assumption that only a fraction of points in an input point cloud is required for the network
to classify the gestures. This is because only particular parts of body movement are needed
for recognizing the gestures. For example, there are only the arm and hand movements
involved in the gesture "Come here". The structure of our attention module is inspired by the
recent development of visual attention in tasks like segmentation [4], image classification
[30], and human pose estimation [6]. The attention module is constructed in a bottom-up
top-down feedforward network structure [14, 30]. Our structure differs from [14, 17, 30]
in its intention of guiding feature learning. For images, the bottom-up feed-forward process
collects global information of an image, and the top-down process combines global and local
information with skip connections. In our network with point clouds as input, the features
of informative points are learned in the bottom-up step. This is done by the gather operation
selects points based on its averaged features’ value. Then these learned features are added
back to those points in the top-down step. The output feature maps from the attention module
are utilized as attention masks.

Figure 1(b) shows the structure of the attention module. In the bottom-up process, the
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Figure 2: Our network architecture consists of (1) two depthwise conv. layers for learning
each point cloud frames independently (2) Convolutional layers, (3) Two attention modules
which can be trained in an end-to-end manner, (4) Max-pooling layer for information aggre-
gation, and (5) fully-connected layers.
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gather operation is used to select N /2 points with highest average feature values where N is
the number of input points. These points are then projected onto a new feauture space by
a convolutional layer. This process is continued iteratively until the number of points gets
down to N /8 points. In the top-down process, the gathered points are processed by another
convolutional layer before adding back to the positions where they are gathered from in the
input tensor using scatter operation. Similar to [17, 30], the skip-connections are also added
for feature fusion. The output from the last scatter module feed into two convolutional layers
and then the sigmoid function is used to normalize the attention weights into a range [0,1].
These weights are element-wise multiplied and added with the feature maps from the upper
branch as shown in Figure 2 to amplified the attended points features. We can define the
weighted points features W as,

W, j(p) = Aij(p) G (p), (2)

where i ranges over all points and j is the index of the channel. The attention mask is denoted
by A(p), and G(p) is the point features.

3.3 Network Architecture

Figure 2 shows an architecture of our network. A sequence of F frames of point clouds
is concatenated as an input to the network with the shape of N x H x F, where N is the
number of points in a point cloud, H represents the number of coordinates, and F represents
the number of frames. Each point p in the point cloud is represented by its coordinate
(x,y,z) in a 3D-coordinates. For the input layer, each frame can be considered as a temporal
dimension of the input. If each frame is processed independently, the network can learn both
spatial and temporal features of the input. To do so, the depthwise convolution operation
[5] is utilized to learn features of each point cloud frames independently. The depthwise
convolution operation performs spatial convolution on every channel separately. There are
3 filters for each point cloud frames in the first layer and results in 3 X F' output channels.
Another depthwise convolutional layer with one filter for each channel is applied. Then
the convolution layers with {64,128,64} filters are leveraged to perform a cross-channel
combination in order to project the computed channels from the previous step onto a new


Citation
Citation
{Newell, Yang, and Deng} 2016

Citation
Citation
{Wang, Jiang, Qian, Yang, Li, Zhang, Wang, and Tang} 2017

Citation
Citation
{Chollet} 2017


6 KINGKAN ET AL.: POINT ATTENTION NETWORK FOR GESTURE RECOGNITION

space. This output are further fed into two branches. One goes through two convolutional
layers. The other goes into the attention module that will learn which points to pay attention
to. The output of the first branch and the attention masks are then multiplied and added.
There are two attention modules integrated into our network.

As mentioned earlier, the network needs to be invariant to the permutation of points. To
solve this problem, the symmetric function in PointNet [22] is adopted in our network. The
symmetric function aggregates information from all points, thus the global feature of point
cloud can be obtained. This function is defined as follows,

h({p1s-- pad) = s{f(p1), -, f(P)}, ©)

where 1 : 28" R, f: RN - RP s: RPx,...,xRP — R. A convolutional layer can be
used for approximating f. The symmetric function, s, can be implemented as max-pooling
or average pooling operation. In our network, the max-pooling operation achieves the best
performance because the aggregated information are mostly from those attended points.

The output of our network is classification score of C classes of gestures. The cross
entropy is used as a loss function which can be defined as,

C
L(e,c) ==Y cjlog(é;), 4)
=1

J

where c is the ground truth label, ¢ is the predicted label, and C denotes the number of gesture
classes.

4 Experiments and Evaluations

4.1 Dataset

The proposed network is evaluated using a common Japanese gestures dataset collected by
[19]. The dataset consists of 10 classes of gestures which are (1) No gesture, (2) Come here,
(3) Me, (4) No Thank You, (5) Money, (6) Peace, (7) Not allowed, (8) OK, (9) I am sorry,
and (10) I got it. Figure 3 illustrates sample point cloud frames of the dataset. There are
26,712 point cloud frames for training, and 9,802 point cloud frames for testing. The dataset
contains only the upper part of the body. Point clouds are also normalized into [-0.5, 0.5].
The maximum number of points in a point cloud is 2,048 points.

4.2 Implementation details

The default number of points is 2,048 points. We evaluate our model with both single and
multiple frames of point clouds. For multiple frames, F consecutive point cloud frames are
concatenated together, where F = {2,4,8} in our experiments. This can be considered as
adding a temporal dimension to the input. The network is trained with the default batch size
of 32 for 25 epoch. The initial learning rate is 0.001 with the exponential decay to decrease
the learning rate over time. To avoid overfitting and improve the generalizability of the
network, point jittering is performed to each point in point cloud frames. Adam optimizer
[12] with B = 0.9 is utilized for optimization. Batch normalization [9] is also used to improve
training. The network is implemented using Tensorflow framework [1].
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Figure 3: Examples showing the point cloud frames from the common Japanese gestures
dataset [19]. The dataset consists of 1 class of no gesture and 9 classes of gestures.The class
labels are as follows: (1) No gesture, (2) Come here, (3) Me, (4) No thank you, (5) Money,
(6) Peace, (7) Not allowed, (8) OK, (9) I am sorry, and (10) I got it.

’ Model ‘ Input ‘ Accuracy ‘
Random forest [19] voxels 67.6
3DCNN [19] voxels 84.4
PointNet ( 3.4M param) [22] points 91.8

Ours ( 1M param) - single frame | points 92.5

Ours ( 1.3M param) - 4 frames points 94.2

Table 1: Models Performance Comparison

4.3 Models Comparison

We compare our model with the state-of-the-art model on the common Japanese dataset. We
also compare our model with a random forest model. Since these models worked only on 3D
voxels, thus we compare our model with PointNet [22] which takes point clouds as inputs
as well. PointNet is modified by keeping only feature transformer but not input transformer
because no rotation is needed. Our model outperforms the state-of-the-art model by a large
margin of ~ 10%. Even with a single point cloud frame as an input, our model is still better
than the state-of-the-art model. Comparing with PointNet, our model also achieved a better
performance with just one-third of the number of training parameters. The confusion matrix
of our model on the test set is shown in Figure 4 (a). There are advantages of our model
over those that use 3D voxels as input. First, our model directly takes point clouds as input in
which no data preprocessing is required. Data preprocessing in this sense is that a conversion
from point clouds to 3D voxels. Second, models that use a 3D voxel representation as an
input require much more memory than those that use point cloud representation.
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Figure 4: (a) Confusion Matrix of the recognition on the test set, showing the performance
of the model in each class. (b) Effect of the number of points and point cloud frames. The
metric is overall recognition accuracy on the test set.

4.4 Parameter Choices and Architecture Analysis

In this section, we validate our model with different hyperparameters setting and shows
the effects of these parameters on our network’s performance. The analysis of the network
design is also discussed.

4.4.1 Effect of the number of points and point cloud frames

Here we show the change of our model’s performance with regard to the number of points as
well as the number of point cloud frames in the training samples. In Figure 4 (b), we can see
that as the number of points increases, the model’s performance increases. However, there is
not much improvement after 1,024 points.

We also experiment with the different number of point cloud frames. Giving the concate-
nated point cloud frames as input, the model can learn spatiotemporal features in the data.
To explore the effect of the concatenated point cloud frames, we first prepare the training
data with the different number of frames. We experiment with a single frame, and {2,4,8}
concatenated point cloud frames. In Figure 4 (b) the result shows that the number of frames
affects the performance of our model to some extent. However, our model does not achieve
much performance gain using more than 4 concatenated frames of the point cloud. It is worth
noticing that even with a single frame of point cloud as an input, our model still outperforms
the state-of-the-art model. From the experiments, we can conclude that the number of points
affects the model’s performance more than the number of concatenated frames.

4.4.2 Attention module

We explore the effectiveness of the attention module with the following questions in mind:
(1) How many attention modules are needed for our model ?, and (2) What is the minimum
number of points we should downsample to ? Note that, in these experiments, each training
sample consists of 4 concatenated point cloud frames with 2,048 points in each frame. To
answer the first question, we conduct experiments by adding a different number of attention
modules to our network which ranges from 1 to 4 modules. Table 2 (top) shows that us-
ing more than 2 attention modules cannot significantly improve the performance but could
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Figure 5: Examples of point clouds with weighted attention masks. The attention modules
learn to pay attention to the points on the parts of body that convey the meaning of the
gestures.

# attention modules 1 2 3 4
Accuracy 92.8 942 9435 9439
Min. # sampled points | 128 256 512 1,024 2,048
Accuracy 87.7 942 923 91.7 90.1
Batch size 1 4 16 32 64
Accuracy 205 913 926 942 943

Table 2: Comparison of our model with different configurations.

greatly slow down the training and the deployment of the network. For the second question,
we experiment by varying the minimum number of points from N to N/16. As shown in Ta-
ble 2 (middle), the model with downsampled points of N /8 achieves the best performance.
We observed that the model without downsampling process in the attention module does
not perform as good as those with downsampling in the attention module. Figure 5 shows
examples of the attention masks of our network after training. We can see that the network
pays more attention to the points on the parts of the body that convey the gestures meaning.
The attention modules make use of both spatial and temporal context of the input data in
order to infer the gesture class.

It is worth noting that points are represented by its coordinates, so that there are gestures
which are represented by similar point’s coordinates in a 3D space. In such situation, adding
the temporal context of the input data can improve the robustness of the network. Figure
6 shows the examples of misrecognized gestures. For example, the gesture “Peace” is pre-
dicted as “Come”, this misrecognized is caused by the similarity of the gesture in terms of
points’ coordinates.

4.4.3 Batch size matters

From our experiments, we observe that the model’s performance suffers from changing the
batch size. Therefore, we further conduct experiments to evaluate the effect of the different
batch size. Table 2 (bottom) shows that the model with the batch size of 1 achieves just
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.
Label: Me

Figure 6: Examples showing the misrecognized gestures by our network. Each column
shows the different viewpoint of misrecognized gestures. The network misrecognizes ges-
tures that are similar in terms of hands’ location. For example, the gesture “Me” and
“Money” where the location of hand is approximately the same, the network is unable to
distinguish between the two.

~ 20 % accuracy. The performance grows as we increase the batch size. However, there is
no performance gain of the models trained with the batch size larger than 32.

5 Conclusions

We proposed the network with attention modules that takes point clouds as input for gesture
recognition. The network learned to pay attention to points that convey gesture meaning. The
gather and scatter operations are also proposed in order to downsample and upsample point
clouds in the feature space. Consecutive point cloud frames are concatenated in order to add
the temporal dimension to the input. Using both spatial and temporal information can im-
prove the robustness of the network. We demonstrated the effectiveness of our network with
a common Japanese gestures dataset. The network achieved state-of-the-art performance on
this dataset. We have shown that the attention modules guided the network to focus on par-
ticular points in the input. The analysis on architecture design and parameter choices of our
network are discussed.
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