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1 Additional Results for Section 4.1
Figures 1 and 2 show additional alignment results obtained by the proposed DeSTNet model
on GTSRB [3] and MNIST [1] datasets, respectively.

Figure 1: Sample alignment results produced by the DeSTNet-4 model on the GTSRB
dataset. Row 1: input image. Rows 2-4: results produced after each one of the four lev-
els.

2 Architectures and Additional Results for Section 4.2
Table 1 reports the architectures of the compared CSTN-5 [2] and DeSTNet-5 models for
the task of planar image alignment.
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Figure 2: Sample alignment results produced by the DeSTNet-4 model on the MNIST
dataset. Row 1: input image. Rows 2-4: results produced after each one of the four lev-
els.

Model Architecture
CSTN-5 [ conv3-64(2) | conv3-128(2) | conv3-256(2) | FC8 ]×5

DeSTNet-5 F{[ conv3-64(2) | conv3-128(2) | conv3-256(2) | FC8 ]×5}
Table 1: Architectures utilized by CSTN-5 and DeSTNet-5. convD1-D2(D3): convolution
layer with D1×D1 receptive field, D2 channels and D3 stride, FC: fully connected layer, F :
fusion operation used in DeSTNet for fusing the parameters updates.

Additional qualitative results obtained by the CSTN-5 and DeSTNet-5 on the IDocDB
database are provided in Figs. 3, 4. These results confirm that the proposed DeSTNet is
more accurate than the CSTN and show better robustness against partial-occlusions, clutter
and low-light conditions.
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Figure 3: Qualitative results obtained with CSTN-5 and DeSTNet-5 on IDocDB. (Results
are best viewed on a digital screen)
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Figure 4: Qualitative results obtained with CSTN-5 and DeSTNet-5 on IDocDB. (Results
are best viewed on a digital screen)


