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Abstract— Nowadays, There are a lot of tools and pro-
cedures for the development of computer applications for
teaching, entertainment, telecommunications, marketing, design
and other more. This paper present a implementation method
for developing applications based on virtual reality and proce-
dures physical-haptics, in order to perform rehabilitation tasks,
describing the used software tools. The first one is Ogre3D
which is used as rendering graphics engine to add realistic
3D visualization features. Then, the physical engine NVIDIA
PhysX is used to incorporate accurate physics simulation and
to implement collision detection between objects in the virtual
environment. The third one is OpenHaptics which is used to
generate a force feedback in the haptic device Sensable Phan-
tom. Using the developed applications, the user’s immersion
sense in the virtual environment is increased and improved,
since the user can manipulate virtual objects with realistic
physical behaviour. Finally, two examples of implementation
in a rehabilitation environment are shown to demonstrate the
main features of the developed tool.

I. INTRODUCTION

Virtual reality(VR) is a powerful tool to develop virtual
rehabilitation environments for upper limb which are ori-
ented towards the recovery of functional abilities to perform
activities of daily living (ADL), such as, cooking, grasping a
glass of water and so on [1]. In short, a recent review about
the application of rehabilitation therapies based on virtual
reality in stroke patients concluded that there are insufficient
evidence of the benefits of VR on grip strength or gait speed
and limited evidence about the benefits of VR on recovery
arm function and abilities to perform (ADL)[2]. However,
the meaning of ”limited evidence” should be understood as
that the number of subjects enrolled in the reviewed clinical
trials are too small to have statically significant outcomes.
For instance, a recent study with 376 subjects concluded that
”VR rehabilitation in post-stroke patients seems more effec-
tive than conventional interventions in restoring upper limb
motor impairments and motor related functional abilities”
[3]. In short, the authors pointed out that the improvements
were greater in the group exposed to virtual rehabilitation
therapies than in the group exposed to classical rehabilitation
therapies [3].

Kepping in mind these findings, a realistic virtual reha-
bilitation environment has been developed including: high
quality rendering graphics engine to perform realistic 3D en-
vironments, accurate physics simulation and collision detec-
tion tools and force feed-back in the haptic device Sensable
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Phantom Omni. This paper proposes a development process
of 3D visualization applications based on physical-haptics
principles for increasing the levels of trust and realism in
the current simulator, and improving the patient’s immersion
sense in the virtual rehabilitation environment when the
patient practices any exercise. Then, a physical calculation
system [5] and a haptic system of feedback force [6] have
been incorporated. A number of free software tools have
been used to design this type of applications, following some
established requirements:

• The virtual objects must be displayed with an appear-
ance as much as possible to reality through high density
of polygons and quality textures (OGRE3D).

• The elements involved in the physical simulation have
to behave in a similar way to reality, when applying
force on them (PhysX).

• These systems need a real time interaction [7].
• The simulator elements have to be touchable, so the

patient can manipulate the elements with the haptic
device [8], receiving a force feedback that indicates
the interaction between the patient and another virtual
object (Phantom Omni Sensable, OpenHaptics).

This paper is organized as follows: The section 2 de-
scribes briefly the tools used. The section 3 introduces the
implementation process of the virtual reality applications,
combining the 3D visualization, physical simulation and
haptic simulation modules. Two examples of implementation
and their respective objectives are explained in the section
4. Finally, the conclusions are presented in the section 5.

II. LIBRARIES

A. Graphics library - OGRE3D

Ogre3D [9](Object-oriented Graphics Rendering Engine)
has been used as a graphics engine. It is a software that
enables the visualization of highly realistic virtual environ-
ments in real time. Its main features are:

• The engine has a high-level interface in C++ and object-
oriented.

• It is multiplatform. Supports OpenGL [10] and Di-
rect3D [11].

• Use scene graph to perform efficient object searching
and manage the virtual geometry optimizing the graph-
ics load on the GPU [12].

• Architecture based on plugins.
• Manage a interpretation system of scripts to define

surfaces materials o implement postprocessing effects.
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• It has hardware acceleration, thanks to the shaders. It
also allows working with hardware buffers.

B. Physical library - PhysX

PhysX [13] is physical simulation engine with hardware
acceleration developed by NVIDIA. It is able to perform
collision detection and interaction among the simulation
elements in real time and generates virtual elements response
to the influence of forces, determining the motion. His phys-
ical modules solve the dynamic behaviors of rigid bodies,
deformable bodies [5] or tissues and fluid particle systems
[14], [15], releasing the CPU to perform a high load of
physical calculations, so much increases the speed of the
simulation by programming the CPU [12].

This engine allows to simulate objects with a high degree
of realism, create physical effect such as gravity or friction,
calculate collisions and design objects with complex shapes
articulately. It can be run on many platform and its SDK is
free marketing, but closed source. It has an ANSI C++ pro-
gramming interface, implemented as a hierarchy of classes
that contain accessible features and calculations specific to
the hardware use.

C. Haptic library - OpenHaptics

The OpenHaptics tool [16] allows incorporate haptic func-
tionalities to the simulation applications in order to create a
sense of immersion in the virtual space and establish inter-
action between the user and the environment from contact
or force feedback. In this way, the user can touch, feel and
manipulate objects simulated in 3D environments allowing
the realization of perceptual or motor tasks and cover all
possible areas of the scene. OpenHaptics is a set of free
software libraries for the programming language C++.

III. SYSTEM ARCHITECTURE

Developed applications are virtual environments that
project visual images generated by computer where the user
can interact to perform rehabilitation tasks. Thanks to the
incorporation of a haptic system, the user can manipulate
virtual tools that allow the transmission of the touch sense
and the sensation of objects. As shown in figure 1, the user
controls the haptic device (Phantom Omni Sensable model,
whose specifications can be seen in [8], [17]) to manage the
position and orientation of a virtual tool that interacts with
the simulated environment. The appearance of the virtual tool
depends on the application being executed. The movement
of the tool would cause contact between the virtual scene
elements generating a collision detection which will result
in a force feedback.

The physical engine ensures that the elements behave in
a similar way to reality, then it detecs collisions between
the virtual tool and the environment elements, and estimates
the interaction force approaching the contact force that
would be generated from real objects. The magnitude and
direction of the forces generated will depend on the type
of simulated tool. Through control algorithms haptic device,
and depending on the pose of the virtual tool and the forces

Fig. 1. Basic system architecture

generated by the physical engine, a rendering of forces to the
user is produced, maintaining the transfer of forces in both
directions in real time to maintain a stable performance.

This type of applications require a series of graphics
models responsible for representing three-dimensional ob-
ject. There are 3D modelling tools like Blender [18] or
3D Studio to get these objects. In addition, each graphic
object requires a physical model for the physical engine to
perform the calculations of collisions. These physical models
are a simplified version of its corresponding graphical model.
Thus, during the execution of Ogre3D, each graphical model
replicates the movement performed by the corresponding
physical model within the physics simulation, using the
interaction forces to calculate their effect in the virtual
environment objects. The user is at all time a visual and
haptic feedback to use the application. Also, the user has an
option to use the keyboard and mouse to change the position
and orientation of the camera, change the rendering mode of
the scene or add information panels with frames per second
and other properties.

IV. VIRTUAL REHABILITATION APPLICATIONS

This section shows some examples of 3D visualization
applications developed using physical principles and incor-
porating force feedback, through the combination of the tools
presented previously.

A. Rehabilitation simulator - Cooking tasks

The first example is a simulator for the rehabilitation of
upper limbs, whose stage displays a kitchen that contain and
run the simulations of a number of elements, such as, a pan,
potatoes, various shakers, a table, a shelf or an hob.

A controllable element represented by a virtual arm have
been incorporated to enable user interaction with these
elements. Each simulator element consist of a graphical
model, designed with Blender and managed by Ogre3D, and
a physical model generated by PhysX, which is responsible
for assigning shapes to establish the core of the collision
detection so that the elements do not intersect each other
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and simulate gravity to bring more realism. A screenshot of
this simulator is shown in figure 2.

Fig. 2. Screenshot of the kitchen simulator

The position and orientation of the virtual arm is controlled
using the haptic system formed by the Phantom device,
exploited the features of this device when render a force
feedback to provide the user a sense of contact with the
simulated elements. Thanks to the control arm, the user
can take the various elements that appear in the kitchen
to complete the different objectives that can be set in the
simulator as daily living tasks: for example, make a recipe
by placing the ingredients in the kitchen equipment as pans,
change the position of containers or light the fires of the hob.

These targets depend on the type of virtual items displayed
on screen, allowing the user to perform any task or a
combinations of several tasks. Because of this versatility
when adding items, all the tasks that a person could develop
in a kitchen can be modelled virtually, setting different
difficulty levels depending on the user skill and its evolution.

1) Collision detection: The PhysX physics engine is able
to calculate collisions between the controllable element by
the Phantom and the other elements of the kitchen, just as
calculated collisions between other elements. Thus, contact
forces are generated in the simulator from the interaction
between objects and gravity force, which allows that the
objects to act very similar to reality when they turn to lose
balance or when they fall when released from a height.
PhysX is also able to generate reports with approximate
values of these points of contact. The normal vector of each
contact or contact forces can be obtained directly. In figure
3, examples of contact points between the objects are shown.

2) Force haptic rendering: After getting the collision
detection data between the arm and virtual environment
objects, such as place, time or size, a force vector must be
applied to a haptic device to simulate the contact as close
to reality as possible, trying to minimize the error between
the ideal forces calculated by the physical engine and the
forces applicable to the device. OpenHaptics can perform
haptic rendering of forces using the values obtained by the
physical engine.

Fig. 3. Screenshot of the kitchen simulator with contacts

B. Rehabilitation simulator - Motor activity of grasping a
glass

The second developed example is a simulator for the
rehabilitation of the upper limbs as well. The scenario
consists of a glass, a table, a coaster and the virtual arm,
whose orientation and position is managed with the haptic
device. A screenshot of the current simulator is shown in
figure 4.

Fig. 4. Screenshot of the motor activity simulator

The user controls the arm movements aimed grasping the
virtual glass is the simulator as main objective. When holding
the glass, the user attempts to simulate drinking task, making
the necessary moves to bring the glass to his/her mouth. The
glass is secured by surrounding it with the hand, so that can
tilt if the arm does not approach correctly, due to the strength
if the simulated gravity. Finally, the user has to place the
glass on the coaster.

1) Fluid dynamics: PhysX has a particle system capable
of performing a dynamic simulation of fluids and gases, to
enhance the sense of physical immersion of the simulator.
This physical feature, with subsequent graphics rendering
with Ogre3D, increases the potential of the system when
simulating situations of daily life, such as liquid spill into a
glass.

This feature has been used in the simulator to check
weight changes that the user has to bear when the fluid is
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poured out, so that the force feedback of the haptic device is
modified in real time to simulate the gravity effect. A series
of simulations of filling and pouring liquid into a glass have
been performed to check the consistency of the fluid dynamic
algorithm. First time is used to fill the glass, then wait a few
seconds until the glass being to turn.

All these simulations are gathered in figure 5, which shows
a graph with the dynamic behaviuor of the liquid to pour
out the content with different velocities of inclination or tilt
speeds expressed in radians per second, and the force exerted
by the set glass-fluid on the user. The graph shows that
increasing the tilt speed when turning the glass, the weight
is reduced faster due to faster liquid spill.

Fig. 5. Graphic with pouring fluid simulations

The PhysX fluids are particle systems. Therefore, a graph-
ical mesh is created for rendering fluid with the graphic
engine Ogre3D, whose vertices are located in the positions
of the particles and a material is applied to represent each
vertex as a sphere.

To better analyze the graph above, a simulation sample is
extracted with its fluid dynamic behaviour of the spill and
its corresponding variation in weight, with a particular tilt
speed. The extracted sample is observed in figure 6. This
figure shows a drecrease of weight generated by the vessel
and the fluid, as a function of time due to the escape of
liquid.

Some simulator screenshots have been added in the graph
to show the visual state of the vessel and the fluid during the
pouring process, for example when it starts to pour, when it
has half the fluid and when it is spilled. These pictures shows
how each fluid particle is represented as a white sphere, and
how they interact with each other.

V. CONCLUSIONS
In this paper, the needed tools to develop rehabilitation

applications of virtual reality have been presented. Ogre3d
has been used for the 3D visualization of the scene elements
successfully. Also, it has been chosen as graphics engine
thanks to its simplicity and efficiency when programming
in C++, its architecture based on plugins and the existence
of a large number of free and open source libraries, which
facilitate the creation of applications whithout expense.

Fig. 6. Graphic with a extracted sample

The physical engine NVIDIA PhysX has been used to sim-
ulate virtual scenes with a high degree of dynamic realism.
This library performs calculations of physical behavior and
collision detection between virtual objects, effectively and
fast enough for a right performance.

This provides a lot of advanced simulation features and
allows hardware acceleration to prevent that the CPU imple-
ments all the physical load, which helps to improve the 3D
visualization. The OpenHaptics software and the Sensable
Phantom device have been used as haptic device, due to
its simplicity to incorporate force feedback in this virtual
simulators. The combined use of these tools offer a great
versatility and high potential for developing any type of
simulator.

As future work, the incorporation of news virtual elements
and objectives are proposed to represent more tasks of
everyday life in the rehabilitation applications. Design and
development of new simulators for rehabilitation of lower
limb and/or hands have also been raised.
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