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Abstract— The force measurement system unavoidably in-
troduces noise in the output signals. The noise in the center
of pressure (COP) signal is the propagation noise arise from
the combination of the components used to compute it. A
framework to analyze the random error in COP signals
was introduced based on the “Guide to the Expression of
Uncertainty of Measurement” (GUM) approach. Furthermore,
the spatiotemporal resolution criterion was used as a parameter
to evaluate force measurements systems under specific experi-
mental conditions.

I. INTRODUCTION

A strain gauge force platform is a robust and accurate
easy-to-use force measurement device that is typically com-
posed of four load cells each one bonded with electric
resistance stain gauges that produce a resistance change that
varies linearly with strain and which convert the magnitude
of the local stretching of gauge into an electrical signal
proportional to the magnitude of force that they experience.
The output electrical signal from the transducers is usually
processed by passing through a signal conditioner, which
performs tasks such as amplification and analog filtering
of unwanted frequencies, and then it is recorded using a
data acquisition system, calibrated, filtered digitally and
stored for further off-line processing. The four load cells
register the applied forces along each of the anterior-posterior
(X), medial-lateral (Y) and vertical (Z) axes of platform’s
orthogonal reference system. Individual reaction forces are
measured by the three components of each of the four load
cells and the temporal evolution of the force components, Fx,
Fy and Fz of the ground reaction forces (GRF) is determined.
The coordinates of the point where the resultant of the GRF
components intersects the support surface (center of pressure,
COP) at every instant are calculated as a function f of the
components of the GRF measured by each load cell [1-6].

The force measurement system unavoidably introduces
noise in the output signals. The noise in the COP signal
is the propagation noise arise from the combination of the
components used to compute it with function f . Generally,
it is modeled as a wide-band additive, stationary, zero-mean,
and uncorrelated noise that contaminates the low-pass COP
signal with noise variance σ2. However, even if the noise of
the recorded GRF signals can be modelled as an additive
zero-mean “white noise”, the nonlinear transformation in
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COP computation destroys these properties to some extend
[7]. The noise in the COP signal becomes nonstationary (i.e.,
unequal noise variance), except for the case where the Fz
is constant. Noise stationarity may be true for stabilometric
studies [8] and digital low-pass filter or smoothing techniques
can be used to remove high frequencies presented in the
COP signal [9]. The optimal cut-off frequency for the low-
pass digital filter can be found by residual analysis [10] or
by using the generalized, crossed-validatory natural splines
smoothing algorithm (GCVSPL) [9]. Natural splines of mth

order behave like an mth order double Butterworth filter,
where optimal cut-off frequency is the lowest frequency for
which the residual noise is white [11].

Moreover, with sufficient oversampling is possible to
retain significant signal components avoiding aliasing errors,
while reducing noise level [12]. The noise variance presented
in a signal, or in its derivatives, after optimal smoothing
depends on the bandlimit of the signal and is proportional
to the sampling rate and the variance of the inherent band-
limited “white noise” presented in the raw data measurement
[13], and is expressed as

σ
2
k = σ

2
τ

ω
2k+1
b

π(2k+1)
(1)

where
• σ2

k is the noise variance in the estimate kth order
derivative

• σ2 is the noise variance in the raw measured data
(additive “white noise”)

• τ is the sampling interval (τ = 1
fs
= 1

2πω0
with ω0≥ 2ωb)

• ωb is the bandlimit of the signal
• k is the order of the derivative
The term σ2τ is known as spatiotemporal resolution cri-

terion (QST ) and together with Shannon’s sampling theorem
can be regarded as sufficient criteria in order to choose
the sampling frequency ω0 [7, 12, 14, 15]. When a quan-
tizing data acquisition system with sampling frequency ω0
introduces sampling “white noise” with variance σ2, over-
sampling would result in its reduction [12]. Therefore, the
sampling rate must not violate Shannon’s sampling theorem
in order to avoid aliasing, but it can be much greater
than twice the ωb in order to reduce the amount of noise
mapped into the Nyquist band, as long as the measurement
noise above a chosen Nyquist frequency is white [7, 12,
14, 15]. Since physical signals are not strictly bandlimited
and therefore ωb is unknown [16], the cross-over frequency
(ωc = 2π fc) beyond which the noise level is dominant can
be used instead, as long as it is not less than the signal
bandlimit (ωc≥ωb) [7, 10, 13, 14, 17]. Once more, sampling
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frequency greater than twice the ωc can be used as long as
the noise above the Nyquist frequency is white. In any case,
the sampling rate should not be more than

τmax =
σ2

k π(2k+1)

σ2ω
(2k+1)
b

for a required precision σ2
k [13].

The QST has been used as a figure of merit to evaluate
motion capture systems [7, 12, 14, 15]. However, is a figure
of merit for any noisy sampled data system [12, 14, 15] that
deals with zero-mean “white noise” introduced by the data
acquisition system. Small values of QST corresponds to less
system’s noise. Assuming a perfect input signal, QST corre-
sponds with the power spectral density of the quantization
error [18]. By increasing the sampling rate the quantization
noise power spreads over a larger frequency band improving
the quality of the signal that is smoothed by a digital low-
passed post-filter. Oversampling improves the precision of
the measurement by increase the resolution of the quantizer,
however, only for a bit for every quadruplicate of the Nyquist
frequency. When a differential quantization it is considered,
the quantization error added in the reconstructed quantized
signal is even less, but the sampling frequency has to be
significantly higher than the Nyquist frequency [14, 18, 19].
On the other hand, by increasing sampling frequency when
a signal is varying slowly the noise will not be any more
white [13, 14]. Moreover, by increasing sampling frequency
it is also increased the bandwidth of the preceding analog
system which may increase the noise superimposed on the
input signal to no optimal values. A tradeoff exist between
oversampling and signal’s noise variance, however, this is
equipment related [7]. By increasing the sampling rate of
the force measurement system it has been showed that the
COP noise increases [20].

A. Influence of force magnitude on COP

In many other fields of biomechanical studies, there are
instants where the applied vertical component of the GRF
vector (Fz) changes its magnitude drastically during its evo-
lution in time (Figure 1). These fluctuations in Fz between the
“load-unload” phases, result in variations in noise variance
presented in the raw COP coordinates. It has been shown
experimentally that a decrease in Fz corresponds to an
increase in noise variance related by a fractional quadratic
function [21]. Accordingly, in those experimental situations
where Fz changes drastically, the noise presented in the raw
COP coordinates could be modeled as additive, zero-mean,
and nonstationary–i.e., unequal noise variance across COP
coordinates and variations in time of the noise power. Weak-
correlated noise is also assumed. This renders time-invariant
Fourier transform based filtering techniques or GCVSPL
suboptimals.

By assuming that the noise is zero-mean “white noise” and
additive to the COP signal, the quality of COP signal and of
its derivatives after optimal smoothing or filtering depends
on the proportion of the noise variance that lies inside the
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Fig. 1. In asymmetric lifting or lowering tasks in the ergonomics context,
there are intervals where the magnitude of the Fz obtained by the force
measurement system fluctuates. Clearly, there are intervals where Fz changes
its magnitude drastically. These fluctuations result in variations in the
variance presented in the raw COP coordinates (COPx-anterioposterior;
COPy-mediolateral)

bandlimit of the signal after oversampling rate had spread it
evenly over the Nyquist interval [13, 17]. However, when the
noise is nonstationary, low-pass filtering is not an adequate
option as it imposes the same cut-off frequency for the
entire signal. Moreover, in dynamic tasks, portions of COP
signal may contains high-frequency components. An optimal
solution is smoothing or low-pass filtering the raw signals of
the components upon COP depends before its computation,
however, this is not always possible. Another solution is to
use adaptive Fourier transform based [22] or time-frequency
filters [23, 24, 25, 26]. However, optimal cut-off frequency is
difficult to obtain. Another solution is to construct a weighted
matrix of the associated noise variance in the COP signal
and smooth using the GCVSPL package under mode 1, by
using the mean square error at each COP point [9]. However,
knowledge of the noise variance is needed previously.

Therefore, the aim of this study was to analyze the noise
in the COP signal under different experimental conditions
and in turns to construct a weighted variance matrix for the
COP noise in conformance with the GUM approach [27].
In Part II, the theoretical model of the propagation error in
the COP resulted from the combination of the components
used to computed it is presented step-by-step, whereas in Part
III the proposed approach is demonstrated experimentally,
where some noise curves are presented.

II. APPLICATION OF THE LAW OF PROPAGATION OF
UNCERTAINTIES

A. General Uncertainty Framework

Consider a single real output quantity Y that is related
to a vector of real input quantities X = (X1, . . . ,XN)

T by an
explicit univariate measurement model Y = f (X). The esti-
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mate of the output quantity is y = f (x) with x = (x1, . . . ,xN).
Assuming linear or weakly-nonlinear relation and using a
first-order Taylor series expansion, the standard uncertainty
uy associated with y is obtained by the “law of propagation
of uncertainties” expressed by

u2
y = SxUxST

x (2)

where Sx is the vector of the sensitivity coefficients expressed
by the values of the partial derivatives ∂ f

∂X j
for j = 1, . . . ,N,

at X = x and Ux is the N×N uncertainty matrix associated
with x containing the covariances u(xi,x j) for i, j = 1, . . . ,N
associated with xi and x j.

B. Uncertainty estimation in COP signal

1) Measurement Model: The objective is to estimate the
uncertainty in the COP measurand. The estimate of the
input quantities upon COP is computed and the associate
uncertainty matrix Ux are propagated through a linearization
of the measurement model that relates the measurand with
the input quantities

COP = f (x1, . . . ,xN)

2) Measurement Function: The COP location in the X
axis was calculated using the measurement function

COP =
Mx

Fz
(3)

where Mx = (F3
z + F4

z )L is the magnitude of the moment
of force and L is the constant distance factor (with no
uncertainty), Fz = F1

z + F2
z + F3

z + F4
z is the magnitude of

the vertical component of the GRF vector, and F1
z to F4

z
are the magnitudes of the vertical components of the GRF
vector measured by each load cell. In terms of the GUM
annotations

COP≡ f (F1
z ,F

2
z ,F

3
z ,F

2
z ,L)

3) Error Model: It is assumed that (3) is continuous and
it has also continuous derivatives in the domain of interest.
The error model is determined from (3) by applying a first-
order Taylor series approximation. The COP error equation
is expressed as

εy = Sxε
T
x

where Sx is the sensitivity vector assuming that L has no
associated uncertainty

Sx =
[

∂COP
∂F1

z

∂COP
∂F2

z

∂COP
∂F3

z

∂COP
∂F4

z

]
and εx is the error vector associated with the inputs quantities

εx =
[
εF1

z
εF2

z
εF3

z
εF4

z

]

4) Uncertainty Model: The associated u2
y in the COP

measurements is the variance in the propagated error resulted
from the combination of the components used to compute
COP. Therefore, if u2

F1
z

to u2
F4

z
are the noise variances of

the F1
z to F2

z components respectively, the uncertainty in
COP measurement is then expressed by (2) where Ux is the
4×4 symmetric uncertainty — variance-covariance – matrix
associated with x

Ux =


u2(F1

z ) u(F1
z ,F

2
z ) u(F1

z ,F
3
z ) u(F1

z ,F
4
z )

u(F2
z ,F

1
z ) u2(F2

z ) u(F2
z ,F

3
z ) u(F2

z ,F
4
z )

u(F3
z ,F

1
z ) u(F3

z ,F
2
z ) u2(F3

z ) u(F3
z ,F

4
z )

u(F4
z ,F

1
z ) u(F4

z ,F
2
z ) u(F4

z ,F
3
z ) u2(F4

z )


The diagonal terms of Ux are the uncertainty (variance) of the
input quantities and the off-diagonal terms are their mutual
uncertainties (covariance).

5) Measurement Process Errors:
a) Identification: It is assumed that the F1

z to F4
z signals

are interfered with zero-mean band-limited “white noise”.
The assumed error variance sources are the quantization error
of the A/D card, the “white noise” inherent to the analog
signal input and any additional random error that may be
arose while recording and during data analysis originated by
degradation of the equipment over time from previous usage
or user abuse, or from influences of installation and operation
environment.

b) Estimation: Since the error components were as-
sumed to follow a normal probability distribution, the un-
certainty in the input quantities is estimated by the stan-
dard deviation of the sample data. It was assumed that
the noise variances of the signals registered by each load
cell are equals (u2

F1
z
= u2

F2
z
= u2

F3
z
= u2

F4
z

) and their sum
equals the variance obtained by the force measurements
system (u2

F1
z
+u2

F2
z
+u2

F3
z
+u2

F4
z
= u2

Fz
) for a static registration–

i.e., uF1→4
z

=
uFz
4 . Furthermore, a high negative correlation

coefficient was assumed between the errors in the input
quantities (ρ = −0.9) since F1→4

z tend to vary in opposite
directions when the same Fz is displaced. Hence, the noise
standard uncertainty in COP measurement is

uy =
1

2
√

5F2
z

L

((
(F1

z )
2 +(F2

z )
2 +36F2

z (F
3
z +F4

z )+

(F3
z +F4

z )
2 +2F1

z

(
F2

z +18(F3
z +F4

z )
))

u2

)− 1
2

6) Mathematical optimization: The method of Lagrange
multipliers was used to find the minimum value of the
standard uncertainty uy subject to the constraint Fz = F1

z +
F2

z +F3
z +F4

z (F1→4
z ,uz ∈ R≥0). This yields

min
{

uy
}
= L

uz

2
√

5Fz
, for F1z→4z =

Fz

4
(4)
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TABLE I
TECHNICAL CHARACTERISTICS AND CONDITIONS OF THE FORCE

MEASUREMENT SYSTEM

Sensors OCTEC-IBV
Lowest recommended vertical force 250 N

Deadband 50 N
Maximal vertical force 15 kN
Maximal shear force 7.5 kN
Maximal force error < 2%
Cross-talk sensitivity Null due to mechanic

Maximal error about the COP ± 2 mm
Maximal sampling rate 1000 Hz/platform

Maximal registry time at 1000 Hz 16 sec
A/D converter CIO-AD-16Jr, 12 bits, dif-

ferential quantization
Outcome variables GRF, M, J, COP

Top plate CELTEC-IBV
Natural frequency of the top plate > 400 Hz

Mounting Concrete slab

C. Noise uncertainty in COP after Optimum Smoothing

According to (1) the noise standard uncertainty of the COP
signal after optimal smoothing is

uo ≥
Luz

Fz

√
τ fb

10
by (4)

III. EXPERIMENTAL SETUP

A. Material

Two strain-gauge force platforms (Dinascan 600M, IBV,
Valencia, Spain) were utilized to obtain the temporal evalua-
tion of the components of the GRF vector and the coordinates
of the COP during the experiment at sampling rate of 30
Hz. Table (I) shows the characteristics of the force platform
system according to the manufacturer. Calibrated dead loads
(Telju, Spain) was used.

B. Test setup

The force measurement system was switched on always
15 min prior to the measurement process to reach thermal
stability. A calibrated dead load (M) was displaced on the
top plate of the force platform from the point P0 to the point
P10 gradually in 10 consecutive stages that corresponded to
11 fixed points and then was returned back from the point
P10 to the point P0 in a similar manner. This operation was
repeated two times. During the displacements of the dead
load M from the point P0 to the point P10 and back to
the P0, at each one of the intermediate points where the
load M was placed gradually, the COP was measured for
10 repeated times in an interval of 30 sec between each
repetition. Each repeated COP data was collected for a time
period of 5 sec at sampling rate of 30 Hz under a set of
repeatability conditions of measurement. By the help of a
millimetre grid that was placed on the top plate of the force
platform, the distance between each consecutive point was
fixed at 10 mm. Therefore, the measurement range was set
at 100 mm. Furthermore, all the points were laying on a
line which is parallel to the X- or Y-axis and crosses the

geometrical center of the top plate of the force platform.
Moreover, all the points were contained within the area ±50
mm from the geometrical center of the top plate of the force
platform in both the X- and Y-axis. To ensure that the load M
was placed with accuracy onto the fixed points on the grid, a
point loader was used. The force platform was zeroed only at
the begin of the procedure. The same operator conducted the
whole procedure. This procedure was repeated for different
calibrated loads (range: from ≈ 98 N to ≈ 294 N) for the
two force platforms used in the study.

In addition, a dead load (≈ 294N) was placed on the top
plate of the force platform about its geometrical center and
the COP was registered at 30, 230 and 500 Hz for 10 sec.
A frequency analysis was made on the COP signals to test
whether COP noise is “white”. To test the influence of the
sampling rate another dead load (≈ 294N) was placed on the
top plate of the force platform about its geometrical center
and the COP was registered for 10 sec at an integer sequence
of frequencies (30,40,50, . . . ,300 Hz).

1) Point Loader Specifications: To ensure that dead loads
have been placed accurately on the co-ordinates indicated
by the millimetre grid, the dead load M was placed on a
metallic platen that in turns was placed above two parallel
adjustable metal bars sustained on the ground away from the
force platform being evaluated. A stylus of 5 mm diameter
was stuck to the surface of the platen at its geometrical center
in order to transmit the load on the top plate of the force
platform.

Any bias associated with the grid and dead load and
the comparison procedure were considered irrelevant to the
procedure.

C. Data Processing and Analysis

There are k = 10 repeated COP samples comprised of
150 data each, for each one of the 11 fixed points P0→10,
replicated r = 4 times. For each point the mean value and
standard deviation for each repeated COP sample have been
computed, as well as the overall mean value comprised of all
the data of the k = 10 repeated samples. The overall mean
(ȳ) and its standard deviation (s) have been computed by

ȳi =
1
ni

ni

∑
j=1

yi j

and

si =

√√√√ 1
ni−1

ni

∑
j=1

(yi j− ȳi)2, with i = 1, . . . ,k.

where

• ni = the ith repeated COP sample size
• ȳi = mean value for the ith repeated COP sample
• si = standard deviation of ith repeated COP sample
• yi j = the j datum of the ith repeated COP sample.
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TABLE II
RESULTS OF SPATIOTEMPORAL RESOLUTION CRITERION (Qst )

M10 M20 M30

Force Platform 1 X-axis 1.017 0.427 0.278

Force Platform 1 Y-axis 0.984 0.398 0.263

Force Platform 2 X-axis 1.037 0.391 0.268

Force Platform 2 Y-axis 0.869 0.336 0.230

The overall mean value for the k = 10 repeated samples at
each point is computed as

ȳ =
1
n

k

∑
i=1

ni

∑
j=1

yi j =
1
n

k

∑
i=1

niȳi

where n = ∑
k
i=1 ni = total number of measurements. In total

four overall means have been calculated at each point, one for
every replication. The standard deviation, s, of all repeated
COP samples for one replication for each point is [28]

s =
√

s2
b + s2

w

The standard deviation of the sampled mean values relative
to the overall mean value is the between sample sigma, sb,
computed as

sb =

√√√√ 1
n−1

k

∑
i=1

ni(ȳi− ȳ)2

and the standard deviation within samples is the within
sample sigma (noise), sw, computed as

sw =

√√√√ 1
n−1

k

∑
i=1

(ni−1)s2
i

IV. RESULTS AND DISCUSSION

The results showed that for Fz = constant the noise of the
COP signal can be modelled as additive, zero-mean “white
noise” (Fig. 2 and 3). Different sampling rates influence the
COP noise. This is obvious for the COP signals that were
registered with a very different (low - very high) sampling
rate (Fig. 2). For example, the variances of the raw COP
data for different sampling rates are RAWy-30Hz = 0.54
mm2, RAWy-230Hz = 0.59 mm2, RAWy-500Hz = 0.61 mm2,
and RAWx-30Hz = 1.10 mm2, RAWx-230Hz = 1.20 mm2,
RAWx-500Hz = 1.30 mm2 (Fig. 3). However, for a narrower
frequency interval the assumption that the sampling rate do
not influence the COP noise can be considered as correct.
Notwithstanding, the noise elimination, was higher after
oversampling spread the power over higher frequencies. The
variance of the COP signals after low-pass filtering is BTWx-
30Hz = 0.24 mm2, BTWx-230Hz = 0.05 mm2, BTWx-500Hz
= 0.03 mm2 and BTWy-30Hz = 0.15 mm2, BTWy-230Hz =
0.03 mm2, BTWy-500Hz = 0.02 mm2 (Fig. 3). Other studies
have also been shown that cut-off frequency and sampling
rate influence stabilometric parameters [29, 30]. However,
our study demonstrated that this is dependent also on the
magnitude of the vertical force. Moreover, the quality of the

TABLE III
STANDARD UNCERTAINTY IN Fz (N) OBTAINED FOR DIFFERENT DEAD

LOAD WEIGHTS.

M10 M20 M30 M40

Force Platform 1 1.90 1.86 2.00 1.84

Force Platform 2 1.96 1.81 1.75 2.08

COP signal was improved when QST decreased (Table II) by
increasing Fz magnitude.
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Fig. 2. Power spectral density of the raw COP signals obtained at different
sampling rates (only the COPx is shown).
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Fig. 3. COP signals with different sampling rates (30, 230 and 500 Hz)
after low-pass filtering with a fourth-order zero-phase-shift Butterworth filter
(BTW) with cut-off frequency at 5 Hz [1]. The probability function for the
distribution is shown for each time series (only the COPx is shown).

There is not a trend among the standard uncertainty of
the Fz signal registered with the different dead load weights
(Table III). Therefore, the highest standard uncertainty of
both force platforms, (uFz = 2.1 N) was chosen (Table III).
The uy in the COP measurements is modeled as an hyperbolic
function of the Fz magnitude (uFz = c). According to (4) the
minimum uy is obtained when the dead load is placed at
the geometrical centre of the top plate of the force platform
as in this point the same fraction of the Fz is registered
by each load cell. Fig. (4) shows the experimental obtained
noise curve together with the minima curve of the model
for two cases of statistically correlated error sources, ρ =
−0.9 and ρ = −0.8. The variance explained by the fitted
regression models (R2) are very high and their match with
the error model is obvious. For the Y-axis the experimental
obtained COP uncertainty is better modelled with statistically
correlated error ρ = −0.8, while for the X-axis with ρ =
−0.9.
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Fig. 4. Values of the uy obtained by the “propagation law”, along with the
experimentally obtained standard deviation data fitted with regression lines.
The coloured areas are bounded by the values of uy for ρ = −0.9 (low)
and ρ = −0.8 (up). Blue and red areas correspond to the uy of the X and
Y axes, respectively (F1X= Force platform 1 X-axis; F1Y= Force platform
1 Y-axis; F2X= Force platform 2 X-axis; F2Y= Force platform 2 Y-axis;)

V. CONCLUSION

The implementation of the GUM approach [27] to calcu-
late standard uncertainties for specifying the weighted factor
for each coordinate of the noisy COP data was introduced.
The obtained noise curves can be used (the experimental or
the theoretical) in order to obtained the weighted matrix for
smoothing purposes. Studies have to take into consideration
how acquisition settings like sampling rate, cut-off frequency
and Fz magnitude influence the COP values.
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