
  

  

Abstract— A command and control interface for intraopera-
tive endoscope positioning must be intuitive, simple, intrinsical-
ly safe and reliable. Voice commands are widely used in com-
mercial and experimental robotic-assisted remote-controlled 
surgical systems and must comply with those requirements. 
This paper presents a design proposal and implementation of 
an integrated voice-activated control interface as well as its 
associated command strategy. It comprises an isolated word 
speech recognition module based on the IBM SMAPI pro-
gramming library, a task management state machine and a 
RS232 communication module.  

I. INTRODUCTION 

Traditional open surgical procedures are performed 
through large incisions into the surgical area of interest. The 
quest to reduce the associated trauma led to the development 
of minimally invasive surgical techniques performed through 
considerably smaller accesses. Surgical advancements have 
been pushed by technological improvement of surgical in-
strumentation [1], continuous reduction on the size of inci-
sions [2] and robot-assisted surgical systems, which typically 
contain two or three robotic arms for instrument positioning 
and another for endoscope positioning. They are usually de-
signed for a remotely controlled setup, where the surgeon 
commands the arms from a distance, usually from a control 
station in the OR or in an adjacent room, but possibly from 
another geographical location. 

Minimally invasive surgery may reduce recovery times 
(and, thus, costs of hospital stay), infection rates, post-
operative pain and bleeding [3, 4]. It may, however, be lim-
ited by increased operating times [5], difficult instrument 
handling, restricted intraoperative movements, reduced tactile 
feedback and lack of depth visual perception [6]. 

The command interface for the endoscope-positioning 
arm should be designed to keep surgeon’s hands free for in-
strument manipulation, while simultaneously offering reliable 
communication to the underlying hardware. Voice commands 
are often used [7, 8], although different approaches, like head 
motion sensors [9, 10], joysticks [11] and pedals, are some-
times also implemented. 

This article describes an isolated word speech recognition 
interface for controlling an endoscope-positioning arm as 
well as the underlying command strategy, considering the 
relevant safety requirements for minimally invasive robot-
assisted surgical procedures. 
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II. IMPLEMENTATION 

The command interface described herein has been de-
signed to drive a robotic arm adapted to endoscope position-
ing, designed by the Special Robots Laboratory (Department 
of Mechanical Engineering, University of São Paulo) [12]. 
The prototype is driven by step motors and is based in the 
“parallel bars” mechanical model [11], shown in Fig. 1. 

 
Figure 1.  Parallel bars mechanism, a 3 DOF robotic model with a center of 

rotation. 

It is a 3 degrees-of-freedom mechanism, with intrinsic 
mechanical restrictions, so that any possible trajectory is exe-
cuted around a “center of rotation”. When this point coin-
cides with the endoscope insertion point through the skin, the 
translational forces on the soft tissue are greatly reduced, thus 
minimizing the risk of tissue damage around the incision. 

The voice command interface was designed to enable fast 
and accurate arm movement along all degrees of freedom. 
The proposed solution has three main subsystems, as shown 
in Fig. 2 and described in further detail in the following sec-
tions. 

 
Figure 2.  Voice command interface main subsystems. 
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A. Speech Recognition Module 
SMAPI (Speech Manager Application Programming In-

terface) is a programming library developed by IBM for real-
time speech recognition in speaker-dependent and speaker-
independent modes. It’s distributed as a dynamic link library 
(DLL), loaded in runtime by a caller code. It takes an audio 
data stream as input, decodes it, recognizes the utterance 
against a predefined vocabulary and returns a text string con-
taining the recognized word. It’s the application’s responsi-
bility to take action based on the received text, execute corre-
sponding tasks, and provide exception-handling code if 
SMAPI cannot recognize the spoken word. 

An audio input module acquires audio signal from micro-
phone port at 22 kHz, 16 bit. The resulting data is sent to a 
acoustic preprocessor which optimizes the signal and sends it 
to a stochastic recognition algorithm. 

SMAPI allows the definition of multiple dynamic vocabu-
laries (word lists, provided to the library as arrays of text 
strings) that can be activated or deactivated in runtime. The 
recognition algorithm compares the acquired audio signal 
with a set of phonetic and linguistic features extracted from 
each word in the active vocabulary and chooses the one most 
likely matching the recorded sound. If, however, the match-
ing probability is under an adjustable rejection threshold, the 
utterance is ignored and a false-negative exception is raised. 

B. Task Management Module 
The task management module has been designed to im-

prove intraoperative safety. It contains a state machine that 
receives the word identified by the speech recognition mod-
ule, processes it and activates or deactivates the dynamic 
vocabularies. State transitions also trigger vocabulary switch-
ing to reduce the number of valid commands at any given 
time, minimize the number of false-positive errors and avoid 
unintended movement. 

The complete command set contains nine words split 
among three different vocabularies, as shown in Table 1. 
Each word is associated to one specific state transition of the 
task management module. Vocabulary I corresponds to every 
possible movement of the mechanism along its three degrees 
of freedom plus a “sleep” command, intended to put the 
mechanism in an inactive state (“sleep mode”). It’s impossi-
ble to initiate arm movements in this state for increased safe-
ty. Vocabulary II contains the stop-action, the only valid 
command during arm movement, and Vocabulary III con-
tains the “wake-up” command valid during sleep mode. 

TABLE 1:  DYNAMIC VOCABULARIES 

I II III 
“Up” 

“Down” 
“Left” 

“Right” 
“Forward” 

“Back” 
“Sleep” 

“Stop” “Wake Up” 

 

C. Communication Module 
Acts as a bridge between the task management module 

and a PIC16C773 microcontroller (Microchip Technology 
Inc., Chandler, Arizona, USA) that actually sends the driving 
signals to the mechanism. It was designed for communication 
simplicity, speed and scalability.  It uses a custom communi-
cation protocol with 1-byte instructions corresponding to 
each state transition in the task management module. Instruc-
tions are then transmitted over RS232, received and decoded 
by the microcontroller, which then generates the electrical 
sequences to drive the step motors on each joint. 

III. RESULTS 
Fig. 3 shows the architecture diagram for the speech 

recognition module as currently implemented. It shows 
SMAPI as an external library that takes its configuration pa-
rameters (including vocabulary definition) from a specific 
management module and returns messages that are handled 
by a callback function for processing. Returned messages 
usually contain the recognized word as a text string, as well 
as the estimated match probability and, eventually, an error 
code. In case of unmatched expressions (i.e. with match 
probability under the rejection threshold), the message con-
tains a “blank” recognized word. In that case, specific excep-
tion handling functions are called. 

 
Figure 3.  Architecture diagram for the speech recognition algorithm. 

Fig. 4 shows the architecture diagram for the task man-
agement and serial communication modules. Messages re-
ceived from the speech recognition algorithm are processed 
by a decision routine to determine if the matched word is a 
valid command. If so, the received command is sent to the 
state machine. Besides managing the state transitions, it in-
forms the speech recognition module which vocabulary 
should be activated in each state. The selected command is 
then sent to the communication module, which generates the 
instructions that are sent to the microcontroller through the 
serial interface. Otherwise, exceptions are handled by a spe-
cific function and no state transition occurs. 

Fig. 5 shows the state diagram for the state machine and 
which specific words trigger corresponding state transitions. 
It’s important to emphasize that there’s only one dynamic 
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vocabulary active at any given state and that no state transi-
tion occurs when SMAPI returns a blank recognized com-
mand (not recognized or false negative), except if the arm is 
moving, in which case it immediately stops. Some state tran-
sitions are also triggered by timers T1, which stops the arm 
after 3 seconds if no other command is issued during any arm 
movement, and T2, which puts the system in sleep mode if 
the arm is not moving and no valid command is received for 
30 seconds. 

 
Figure 4.  Architecture diagram for the task management and serial 

communication modules.  

 

 
Figure 5.  State diagram for the state machine in the task management 

module. T1 = timer 1, T2 = timer 2, NR = not recognized. 

The instruction builder can assemble four different in-
structions that correspond to the state transitions as defined 
by the state machine and also take into account which joint 
(motor) has to be moved and in which direction. The instruc-
tions are then sent through the serial communication interface 
using the RS232 standard port. Fig. 6 shows low-level binary 
format for each available instruction. 

IV. TEST PROTOCOL 
A test protocol was designed to evaluate software func-

tionality. The voice commands of 5 different speakers were 
recorded and saved locally as 22 kHz, 16 bits, uncompressed 
audio files. Each of the nine available commands was repeat-

ed 10 times by each speaker in random order to capture sub-
tle variations in utterance and voice tone. The SMAPI library 
was then trained in speaker-dependent mode for each speaker 
using the built-in training functionality. 

 

 

 

 
Figure 6.  Binary format of the instruction set assembled by the instruction 

generator. The labels above each instruction represent their names. 

Fig. 7 shows an architecture diagram of the test environ-
ment. A dedicated test unit was implemented to load the au-
dio files from disk in a predefined activation sequence, taking 
into account the current system state (and, therefore, the cur-
rently active vocabulary). The command interface processes 
and attempts to match each reproduced audio signal. When 
the commands are recognized, corresponding instructions are 
sent to the microcontroller. An instruction parser then records 
the output signals of the microcontroller to the mechanism. 

 
Figure 7.  Architecture diagram of the test environment. 

State
Machine

Instruction 
Builder

RS232 
Interface

Exception 
Handling 
Module

Speech 
Recognition 

Module

Is Valid?

Y

N

Task Manager

Communication Module

Instruction

Moving

Sleeping

Stopped

"Left", "Right"
"Up", "Down"

"Forward", "Back"

"Stop", T1, NR

"Wake Up"

NR

NR

"Sleep", T2

Vocabulary II

Vocabulary III

Vocabulary I

CW / CCW rotation (1 bit)
Motor ID (2 bits)
Reserved (1 bit)
OpCode (4 bits)

0 0 0 1
MOVE

Empty (3 bits)
1 = Timer; 0 = Voice (1 bit)
OpCode (4 bits)

0 0 1 0
STOP

1 = Sleep; 0 = Wake (1 bit)
Empty (2 bits)
1 = Timer; 0 = Voice (1 bit)
OpCode (4 bits)

0 1 0 0
SLEEP_WAKE

Empty (3 bits)
Reserved (1 bit)
OpCode (4 bits)

0 1 1 0
UNRECOGNIZED

Command 
Interface

Recording 
System

µController

File
Loader

Audio
Database

Activation
Sequence

D3

D1

D2

Audio Files

Control Signals

Audio Stream

RS232
Instructions

68



  

The test protocol generates three data files D1, D2 and 
D3. The file loader records the reproduced command (D1). 
The command interface records the recognized word (D2) 
and the instruction parser records the output signal (D3). The 
matching rate for the speech recognition module is calculated 
by comparing D1 and D2. The accuracy rate of the commu-
nication interface is calculated by comparing D2 and D3 

V. CONCLUSION 
Voice commands are simple, reasonably intuitive, have 

short learning curves, can be easily adapted to different acti-
vation protocols and keeps surgeon’s hands free at all times. 
Our results show that safety and reliability requirements may 
be achieved by properly managing system states or by includ-
ing confirmation commands, such as those used by Slate et al 
[7]. 

We present herein the development of an isolated word 
voice command interface for robotic-assisted endoscope 
positioning that allows the user to keep hands free during the 
entire surgical procedure. The development of the specific 
command strategy was based on previous work [13]. Our 
results suggest that the dynamic vocabulary switching, the 
use of a state machine and the inclusion of specifically tai-
lored exception handling functions contribute to improve  
intrinsic system safety and reliability. 

Once the interface effectiveness has been demonstrated, 
further improvements in the command strategy are possible 
and include position recording for faster return to previous 
saved locations and surgeon profiles to further enhance 
recognition accuracy, among others. 
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