
  

 

Abstract— In the field of robotic rehabilitation, surface 

electromyography (sEMG) has been proposed for controlling 

exoskeleton device for assisting different movements of the 

human joints, such as the shoulder, the elbow, the wrist and the 

fingers. However, few works have been proposed for using 

sEMG to control a forearm exoskeleton for assisting the 

movement of pronation and supination. The main difficulty for 

employing the sEMG control approach is the low signal to noise 

ratio of the pronator and supinator muscle group. To overcome 

this difficulty, we propose an alternative method utilizing force 

myography (FMG) instead of the sEMG for controlling a 

forearm pronation/supination exoskeleton. An easy setup strap 

with an array of force sensors was developed to capture the 

forearm FMG signal. The FMG signal was processed and 

classified using the state-of-art machine learning algorithm - 

Extreme Learning Machine (ELM) to predict the forearm 

position. The prediction results can be used to control a forearm 

pronation/supination exoskeleton. A bilateral experiment with 

two protocols was designed to demonstrate one of the potential 

applications of the proposed system, as well as to evaluate the 

system performance in terms of classification accuracy. One 

volunteer participated in the experiment. The result shows the 

system was able to predict the position of the forearm using the 

proposed method with 98.36% and 96.19% of accuracy.  

I. INTRODUCTION 

 Knowing the information related to human body 

movement is useful in many applications [1]. Other than the 

conventional technologies such as inertial measurement unit 

[2, 3] or motion capturing camera [4], physiological data such 

as surface electromyography (sEMG) [5] data can also be 

used to estimate the movement of a person [6]. The use of 

sEMG for motion estimation is mainly applied in the field of 

robotic control [7], especially in the fields of robotic 

rehabilitation [8] and robotic assistive and prosthesis 

technology [9]. For example, sEMG has been proposed to 

control exoskeleton device for assisting different joint 

movements of the body, such as the movements of shoulder 

[10], elbow [11], wrist [12-15] and fingers [16]. However, 

little works have been proposed to use sEMG to control a 

forearm pronation/supination exoskeleton device. The 

challenges for using such approach are due to the nature of 
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complicated forearm musculoskeletal system. The muscle 

groups for forearm rotation are the pronator and supinator 

which are deep and relative small muscle groups [17]. The 

sEMG signals for the two muscle groups have low signal to 

noise ratio (SNR) as they are affected by the change in 

geometry during the rotation and cross-talk from the larger 

adjacent muscles activities [18]. In one of our recent 

publication [19] we showed that an alternative technique can 

be used for monitoring complex limb positions, thus, can 

potentially be used for controlling a forearm 

pronation/supination exoskeleton. This alternative technique 

is named force myography (FMG), which is similar to sEMG 

in a sense that they both rely on the change of muscular 

activities. However, the difference is FMG uses force sensor 

to detect the changes in the surface pressure of the limb that 

reflect muscle contraction level [20]. For control application, 

FMG offer more advantage than sEMG in terms of the cost 

and the complexity of the signal acquisition system, because 

the minuscule and inexpensive force sensing resistor can be 

utilized for the application [21].  

In this paper, we proposed a novel FMG system to detect 

different forearm positions for controlling a custom made 

forearm pronation/supination exoskeleton. An easy to wear 

strap with multiple force sensing resistors (FSR) for capturing 

the FMG signal was prototyped. The FMG signal were 

processed using the state of art classifier, the extreme learning 

machine (ELM) [22], to predict the forearm positions. A 

bilateral experiment was carried out to demonstrate one of the 

potential usages of the system as well as to evaluate the 

system performance in terms of classification accuracy. The 

remainder of this paper is organized as follows. Section II 

presents the main elements of the proposed system, which 

includes the FSR strap, the FMG data acquisition setup, the 

ELM classifier and the forearm exoskeleton. Section III 

describes the bilateral experiment and presents the 

experimental result with discussion. And at the end, the 

conclusion of work is presented in the Section IV. 

 

II. FMG SYSTEM FOR CONTROLLING A FOREARM 

EXOSKELETON 

A. Force sensing resistor (FSR) strap 

 In order to extract FMG pattern related to forearm position, 

we developed a strap with 8 FSRs embedded (see Fig. 1(a)). 

The strap is made of flexible foam with Velcro attached to 

both ends. The FSRs are made of thin film conductive 

polymer with smooth surface; they are 3cm apart on the strap.   

The total length of the FSR strap is 30 cm which is designed 

to be worn on the proximal part of the forearm in any 

configuration (see Fig. 1 (b)).  
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B. FMG data acquisition setup 

 For obtaining the analog FMG signals, a simple voltage 

divider circuit is all that is needed (see Fig. 2). The extracted 

analog signals can be then converted into digital data for 

further processing using micro-controller or personal 

computer.  

 

C. Forearm position classification using ELM 

 In order to predict the forearm position base on FMG, a 

state of art ELM classifier was utilized. The ELM was first 

proposed by G.Huang et.al [22], and it has been shown to 

have equal or superior performance as the popular Support 

Vector Machine (SVM) [23] and Artificial Neural Network 

(ANN) [24], and with faster learning speed [25]. The ELM 

was implemented in the LabView environment for real-time 

classification of the FMG signals. The detail implementation 

of the classifier can be found in [22][25]. The FMG signals 

were sampled at 10Hz due to the low speed nature of the 

forearm rotation. The prediction calculation was performed 

every 0.1 second.  

D. Forearm exoskeleton 

 An exoskeleton was designed to actuate a single degree of 

freedom for the forearm rotation.  It consists of four main 

parts (see Fig. 3) namely the base, the motor, the constraint 

bracket and the forearm brace with a C-shape gear. The base 

is made with aluminum; it supports the motor and the 

constraint bracket. The motor is a geared brushless DC motor 

with encoder attached. The pinion gear of the motor is 

coupled to a C-shape gear of the forearm brace for conveying 

the motion. Straps can be inserted through the rectangular slot 

to secure the forearm onto the brace.  Other than the base and 

the motor, all main components were fabricated out of ABS 

derivative for weight reduction. The overall weight is 0.8 kg, 

but it is able to provide up to 9 Nm of torque. The typical 

range of forearm supination is 90
o
, and of forearm pronation 

is 85
o
. For safety purpose, the range was constrained to ± 80

 o 

away from the mid-plane. 

 

III. EXPERIMENT 

A. Bilateral experiment 

 To demonstrate the proposed FMG method can identify the 

forearm position for controlling the exoskeleton, a bilateral 

experiment was designed. Bilateral exercise has been used in 

stroke rehabilitation [26]. The main idea of the bilateral 

exercise is to let a patient use the healthy limb to control the 

motion of the impaired one. In our experiment, the healthy 

volunteer would use the right forearm to control the position 

of the left forearm for demonstration. The experiment has two 

phases, they were the training and testing phases.  

 In the training phase, a volunteer was asked to wear the 

FSR strap onto the proximal side of the right forearm, and to 

place the forearm into the brace of the exoskeleton. The 

exoskeleton then guided the forearm to a defined set of 

positions for collecting the sample data (see Fig. 4). The data 

collection procedure would be completed in 3 consecutive 

rounds in order to obtain a representative training set. Within 

each round, 5 seconds of continuous data, which 

corresponded to 50 samples, would be collected for each 

predefined position one by one with the corresponding label. 

When all the sample data were collected, our software 

generated the ELM classifier model immediately in order to 

be used in the testing phase. The data flow for the training 

phase is shown in the upper section of Fig. 5. 

 
Figure 3.   CAD of forearm exoskeleton 

 
Figure 2.  FMG signal acquisition 

 
(a) 

 
(b) 

 

Figure 1.  FSR strap and its placement 
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 In the testing phase, the volunteer was asked to place the 

left forearm onto the exoskeleton, while the FSR strap was 

still worn on the right forearm (see Fig. 6). The volunteer 

would then follow a sequence of commands that was given by 

our software. While the volunteer was performing the tasks, 

our software extracted the FMG from the right forearm, and 

predicted the position in real-time. The predicted result was 

used to control the positions of the exoskeleton which was 

worn on the left forearm. The system performance is 

evaluated by comparing the commanded position and the 

feedback position of the exoskeleton. The data flow for the 

testing phase is shown in the lower section of Fig. 5. 

 

 
 In this experiment, discrete positions of the forearm were 

trained, and used to control the exoskeleton movements 

which were continuous. In order to have better approximation 

to the continuous movement, it was logical to increase 

number of classes such that a more precise control of the 

exoskeleton can be achieved. However, the more classes the 

system needs to classify, the less accurate the result was 

expected to be. For the purpose of investigating the change of 

classification accuracy as the number of classes increase, the 

proposed system was tested on two slightly different 

protocols as shown in TABLE I. In Protocol 1, only 3 classes 

were included, they were  neutral, full pronated and full 

supinated; and in Protocol 2, 5 classes were included, they 

were neutral, half pronated, fully pronated, half supinated and 

fully supinated. The movements of both protocols were 

generally the same. They required the forearm to start from 

neutral position, then pronated to one side and returned. Once 

the forearm was returned, then it should supinate to the other 

side and finally back to the neutral position. In order to 

demonstrate the repeatability of the system, the volunteer 

should repeat the sequence 5 times.     

 TABLE I.  Control Command Sequence 

 Protocol 1 Protocol 2 

1 Neutral Neutral 

2 Pronated Half pronated 

3 Neutral Full pronated 

4 Supinated Half pronated 

5 Neutral Neutral 

6  Half supinated 

7  Full supinated 

8  Half supinated 

9  Neutral 

   

B. Experimental result and discussion 

 A  preliminary experiment was conducted with a volunteer. 

The collected training datasets for both protocols are shown 

in Fig. 7 and Fig. 8. The y-axes are the FSR reading in unit of 

volt, and the x-axes shows the number of samples. The solid 

lines are the 8 FSR input signals, and the different 

background colors represent different classes. For easy 

identification, the assignment of the classes with the 

corresponding joint positions is listed in TABLE II.  

 By inspecting Fig. 7 and Fig. 8, we can notice the FMG 

patterns between the two protocols are significantly different. 

This difference is because of the strap was taken off and put 

back on again in between the protocols, therefore the initial 

force offsets which were exerted by the strap changed. In 

addition to the change of force offset, the locations were also 

altered, which affected the FMG pattern. This could be one 

drawback of the current device setup, but it can be solved by 

designing a standard calibration and placement protocol. It is 

important to note, this difference does not affect the 

performance of the system within the same protocol. 

 
 

 
Figure 7.   Training dataset in Protocol 1 
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Figure 6.   Bilateral experiment (testing phase) 

 
Figure 5.   Experimental scheme 

 

 
Figure 4.   Guided forearm position (training phase) 
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TABLE II.  Classes Assignment 

Protocol 1 Protocol 2 
Class 

N.O. 

Description Corresponding 

joint position 

(deg) 

Class 

N.O. 

Description Corresponding 

joint position 

(deg) 

1 Neutral 0 1 Neural 0 

2 Pronated 80 2 Half 
pronated 

40 

3 Supinated -80 3 Fully 

pronated 

80 

   4 Half 
supinated 

-40 

   5 Fully 

supinated 

-80 

  

 As seen from Fig. 7 and Fig. 8, the FMG pattern of the 

different classes are visually distinguishable within each 

protocol, thus we expected the classifier to be able to 

distinguish between the different classes.  And within each 

class, even though the volunteer did not move significantly, 

the FMG signals varied in different amplitudes. These 

variations could be due to the change of muscle activation 

level, and/or the hysteresis of the sensor strap. The variations 

of FMG within each class may reduce the accuracy of the 

prediction result if the classifier is not robust.  

 During the test phases for both protocols, there were delays 

between the commands given by the system and the 

volunteer's action. These delays were caused mostly by the 

volunteer's respond and not because of the delay of the 

classification system. An example of the delay scenario is 

shown in Fig. 9. When a command was issued (see the red 

arrow in Fig. 9), it took about 1 seconds of time to see the 

change in the predicted class, and this was consistent 

throughout the experiment. In order to better evaluate the test 

performance of the system, the delay should be compensated 

in the testing result data. To achieve this, the average delays 

were calculated for the two protocols, and they are reported in 

TABLE III. 

      

 

TABLE III.  Statstical Measurement Of The Delays 

 Average delay in seconds Std of the delay in 

seconds 

Protocol 1 0.69 0.16 

Protocol 2 0.45 0.15 

 

 The real-time performance of the system during the test 

phase is shown in Fig. 10 and Fig. 11. Each figure has three 

subplots: the first one shows the raw FMG data with colored 

background to indicate the command given by the system; the 

second one shows the real-time predicted classes and the 

command given; and the third one shows the control position 

and the feedback position form the exoskeleton. It is 

important to know, the real-time FMG data, the predicted 

class and the position feedback in the subplots are shifted 

forward according to the average delay of the volunteer 

shown in TABLE III. Base on visual inspection, the FMG 

pattern of each class can be related to the one in the training 

dataset with some variations. The system is able to accurately 

predict the 3 different classes in Protocol 1; however, it is less 

accurate for the prediction of the 5 class scenario as in 

Protocol 2. In the second subplot of Fig. 11, 

misclassifications can be seen in the middle portion of the 

plot. These misclassifications made the exoskeleton go 

back-and-forth between the two adjacent positions as shown 

in the third subplot of Fig. 11. Even though there were 

misclassifications, they occur only in a small amount of time 

relative to the duration of  the entire experiment. To quantify 

the performance, the testing accuracies of the volunteer were 

calculated based on the ratio between the matching data point 

over the total data point. The accuracies for Protocol 1 were 

98.36%, and for Protocol 2 were 96.19%. Base on the 

percentage accuracies, only 2.17% accuracy drop between the 

3 classes and 5 classes scenarios.  

 
Figure 9.   An example action delay 
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Figure 8.   Training dataset in Protocol 2 

100 200 300 400 500 600 700
0

1

2

3

4

5

F
S

R
 r

e
a
d
in

g
 (

V
)

NO of Samples

 

 Class 1

Class 2

Class 3

Class 4

Class 5

FSR 1

FSR 2

FSR 3

FSR 4

FSR 5

FSR 6

FSR 7

FSR 8

594



  

    

 

IV. CONCLUSION 

 In this paper, we proposed a FMG classification system for 

controlling a forearm pronation/supination exoskeleton. A 

FSR strap was prototyped to extract the FMG signals of the 

forearm. The FMG signals were then classified using the 

state-of-art ELM classifier , to predict the forearm positions 

in real-time. A bilateral experiment was designed to assess 

the performance of the system in two protocols. In Protocol 1, 

3 different positions were classified, and in Protocol 2, 5 

different positions were classified. One volunteer participated 

in the experiment. The test accuracies of the two protocols 

were 98.36% and 96.19% respectively, which suggested the 

proposed system is accurate and has good potential to be used 

for controlling external robotic device.     
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Figure 11.   Testing result for the volunteer with 5 classes 
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Figure 10.  Testing result for the volunteer with 3 classes 
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