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As the supplementary material, we provide detailed derivation of the projec-
tion model in Sect. 3 and the linear form in Sect. 4. We also present the whole
process of generating sub-aperture images using our calibration result.

1 Projection model of micro-lens-based light-field
cameras

Micro-lens-based light-field cameras contain two layers of lenses; main lens and
micro-lens array. We apply ‘thin lens model’ to main lens and ‘pinhole model’
to micro-lenses, similar to [1].
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Fig. 1. Projection model of micro-lens-based light-field cameras.

Projected location (x,y) of the ‘image’ in Fig. 1 is computed by extending
line connecting the image and a micro-lens center as follows:
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The third term of (1) is simplified as
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The first and second terms of (1) divided by (L + 1) are
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Equation (3) is simplified by subtracting projected micro-lens center (x., y.)
from it:
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Being substituted by
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which is computed using the thin-lens model, (4) becomes
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where K1 =1/F —1/L and Ky = L(L/l + 1).
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2 Calibration of micro-lens-based light-field cameras

As we have mentioned in the paper, we use a simple intrinsic model (i.e., zero
skew, single focal length and zero center) to compute an initial solution:
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where f is the focal length of intrinsic parameters. Actually it indicates the
number of pixels in one measurement unit (millimeter in this paper). Adopting
(7) to the projection model (6), it becomes
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We apply (8) to line features extracted from raw images of a checkerboard
pattern. Projections of corners are close enough to corresponding line features
to use an approximation that they lie on the features. Let ax + by + ¢ = 0

(a® 4+ b% = 1) be the equation of a line feature, setting micro-lens center (u.,v.)
as origin. Substituting corner projections into the line equation,

alu —ue) +blv—v.)+c=0 (9)
a(—fXe+ Zoue) + b(—fYe + Zeve) + cKo (K1 Z. — 1) = 0. (10)

Let (X, Y, Zyw) be one of two corners which define a line segment in world
coordinate system (i.e., checkerboard coordinate system). It must be transformed
into camera coordinate system by an unknown transformation matrix with a 3x3
rotation matrix R and a 3 x 1 translation vector t:
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where 7;; and t; are elements of R and t at i-th row and j-th column. Without
loss of generality, the z-coordinate of the checkerboard pattern is set to zero
(Zy = 0 for all corners). Substituting (X,, Ye, Z.) by (11), (10) becomes

a(=f(riXe +r2Yy +t1) + (rsnXew + r32Ye + t3)uc)

+ b(—f(ro1 X + ro2Yy + ta) + (131 Xy + 732 + t3)0c)

+ cKo(Ki(r31 Xy + 132 +t3) — 1)
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+ Xy - K1Korgy + Yy - K1Korss + ¢+ Ko(Kqts —1) =0,
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which can be expressed in Ax = 0 form:
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3 Generating sub-aperture images

A sub-aperture image is a collection of camera rays which pass through a common
point. Using the calibration result by the proposed method, we can compute a
camera ray corresponding to each point in a raw image. The generalized version
of the projection model is described in the paper:
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A camera ray corresponding to (u, v) in a micro-lens image centered at (u., v.)
passes through a 3D point (X,, Y., Z.). According to (14), the 3D point is in-
dependent of micro-lens center (u.,v.) if Z. is equal to zero. It means that any

ray corresponding to a pixel with same displacement (d,, d,) = (u — ue, v — v.)
from micro-lens center passes through a common point (X5, Y5, 0):
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so that (Xs,Ys,0) becomes the center of a sub-aperture image at (d,, d,).
Direction of the ray (z4,yd,zq) is also computed using (14). Since the ray
passes both 3D points (X, Y., Z.) and (X. + x4, Ye + ya, Zc + 24),
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We set the size of sub-aperture images to 328 x 328 pixels because that of
raw images is 3280 x 3280 pixels and the average distance between neighboring
micro-lens centers is around 10 pixels. The parameters in their intrinsic matrix
Kb are set to 1/10 of the calibration result fg,cs, ¢y

f2/10 0 ¢,/10
Kew=| 0 f./10¢,/10] . (24)
o 0 1

For each micro-lens image, we compute the correspondences between pixels
in a raw image and those in a sub-aperture image. Let us assume that we want
to generate a sub-aperture image at (d;, d,). We collect pixels with displacement
of (dg,d,) from micro-lens centers, and compute their corresponding rays using
(23). We remove radial distortion from the rays using k; and ke computed in
the calibration process. Finally they are projected onto sub-aperture image by
multiplying Kgyp.
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Using Lytro camera, micro-lens centers are placed in a triangular shape as
shown in Fig. 2(a). We connect pixels with displacement of (d, d,,) from adjacent
micro-lens centers to generate triangular meshes. They are transformed into a
sub-aperture image (see Fig. 2(b)). For each pixel of the sub-aperture image,
we find a mesh which contains the pixel and compute its intensity value by a
triangle interpolation (also known as barycentric interpolation). As shown in
Fig. 2(c), let (u1,v1), (u2,v2) and (uz, v3) be the points in a sub-aperture image
which define a mesh, and gy, y2 and y3 be their intensity value computed by
bilinear interpolation using raw image. The intensity value y corresponding to
(u,v) inside the mesh is computed as follows:

Uo Uq U U2 us
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where (ug,vg) is the intersection of two lines: one connecting (uy,v1) and (u,v),
and the other connecting (ug,v2) and (ug, vs).
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Fig. 2. (a) An example of triangular meshes (blue line) generated by connecting pixels
with displacement of (2,—1) pixels from adjacent micro-lens centers (red dots). (b)
The meshes are transformed into a sub-aperture image to compute intensity value of
each pixel (green dots) of the sub-aperture image. Grey lines indicate pixel boundaries
of the sub-aperture image. (c) Notation for triangle interpolation. The intensity value
y at pixel (u,v) is computed by a weighted sum of three vertices of a mesh which
contains the pixel. Weights of the vertices are proportional to the area of triangles at
their opposite side.
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