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Additional video results, data and related code are avialable at the project
website1. Here we provide additional discussion on the experiments (§ 1) and
some details of the datasets (§ 2) used in the experiments.

1 Experiments Discussion

Output of our system is a 3D semantic+occupancy map. However due to lack
of ground truth in that form, we need to evaluate using indirect approaches. To
evaluate the segmentation accuracy, we evaluated it with standard 2D semantic
segmentation methods for which human annotated ground truth exists. The 2D
segmentation is obtained by back-projecting our 3D map to the camera images.
However these kind of evaluation negatively harms our scores for the following
reasons:

– Dynamic objects (cars, pedestrians) present in these annotated images neg-
atively hurts our results for all categories as these objects rightly does not
occur in our static 3D map. Upon 2D backprojection we see the categories
behind these moving objects which is considered wrong according to 2D
segmentation benchmarks.

– Discretization effects due to voxel size of our 3D map, especially those close
to camera trajectory negatively harms per pixel 2D segmentation accuracy.
Some of these effects can be seen on the video. In other words, due to pro-
jective nature of the camera, even a error in one voxel close to camera path
causes multiple number of pixels to be miss-classified.

– Ground truth annotations are only available for a sparse set of images only
in video datasets like [1,4]. So quantitative improvements are not as drastic
as one would expect from a fully temporally consistent segmentation. This
fact has been noted by other authors [6]. Note that in Table1 in main paper,
for Leuven we have no segmentation scores for Pedestrian but we have con-
sistency scores. This is because some voxels are labeled as pedestrian, indeed
temporally consistent, but none are visible from the annotated images.

However in-spite of all the above issues, we out-perform the state of art in
per pixel 2D segmentation accuracy. Some of the above issues can be properly
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addressed by a dataset which has Ground Truth for semantic segmentation in
3D space. However this remains a future work.

2 Dataset Details

Details of the image sequences used for experiments and runtime are listed in
Table. 1. We implemented the system in C++. Current unoptimized runtime for
the system is around 20 minutes on standard desktop machine for 800 images
long sequence involving about 20 million voxels.

Dataset Image Resolution Trajectory Length Avg. Runtime

Camvid [1] 960x720 Every 800 images (approx. 0.4km) 20 mins

Leuven [2,4] 316x256 1174 images (approx. 0.6km) 19mins
Table 1. Details of the datasets and system runtime.

Our semantic segmentation evaulation (in main paper) on Camvid is on a
subset (seq05VD) of the whole Camvid dataset[1]. Semantic segmentation scores
for Kitti [3] are based on odometry evaluation sequence 05. We used the latest
code by Ladicky et al.[5,4] and results of [6] and [7] for Camvid seq05VD were
provided by their authors.
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