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Appendix

Table A.1. Summary of main symbols and abbreviations

SEAML|Shrinkage Expansion Adaptive Metric Learning
F-Norm [Frobenius norm

KKT |Karush-Kuhn-Tucker

PSD  |Positive Semidefinite (matrix)

S The set of pairs of samples which belong to the same class
D The set of pairs of samples which belong to different classes
&ij The soft penalty on the pairwise inequality constraint

1 The Lagrange Dual of SEAML with Squared F-Norm
Regularizer

We adopt the squared F-Norm regularizer and hinge loss function in the proposed
SEAML framework, resulting in the following metric learning model:

minyg ¢ 3 [ M][7 + Czij &ij (1)
s.t. DM(XZ-,Xj) < fS(Dij) + fij (Xi,Xj) €S,
ij)

Dni(xi,%x5) > fa(Dij) — &;j (x4,%x;) € D,
gij Z O,V(Z,]), M ? 0.

The original problem of SEAML can be rewritten as follows:
minng ¢ 3 [ M][7 + CZ”. &ij (2)

st LiyDn(xi,%5) > f(Dij, lij) — &ijs
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where l; ; = =1, f(Dij,li;) = —fs(Dyj) if (x4,%;) € Sand l; ; =1, f(Dyj,1; ;) =
fa(Dij) if (%, xJ) eD. For simplicity, hereafter f(D;j,1; ;) is abbreviated a3 fij-

Let Z;; = (x; —x;)(x; —x;)T. The Mahalanobis distance between x; and x;
is: Dm(xi,x5) = (Zij, M) = tr(Z;;M). Then, the Lagrangian of Eq. (2) can be
expressed as follows:

- Zij Bijllij{Zij, M) — fij + &ij] — Zij Yi&ij (3)
s.t. Bij >0, vi; >0,Y(4,5), Y = 0.

where 3, v, and Y are the Lagrange multipliers. In order to obtain the dual of
the original problem in Eq. (2), the following KKT conditions should be satisfied:

L(M7Y7IB77’E)
&j
=0< 8 <CV(I, 7).

= 0= C—Bij —vi; =0,9(i, ) (4)

L(M7Y7ﬁ77)€)
T:OéM—ZijﬁljlijZU—Yzo (5)

=M= Zij ﬂijlijzij +Y.

Substituting Eq. (4) into the Lagrangian in Eq. (3), we get the following
formula:

L(M,Y,8) = 5[M||% - Z Bijlis 1J’M>+Zij6ijfij (6)
s.t. BZJ>OV(2 7), Y =0.

Finally, we substitute Eq. (5) into Eq. (6), obtaining the Lagrange dual problem
of Eq. (2):
maxy,g 5| Zij BijlijZi; + Y| % + Zij fiiBij (7)
s.t. 0< ﬁij < C,V(i,j), Y = 0.

The problem in Eq. (7) involves the joint optimization of PSD matrix Y and
vector 3, which can be solved by using the alternative optimization algorithm
summarized in Algorithm 1 of the main paper.



