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Abstract. In this paper, the automatic detection of conflict in audiovisual record-
ings of political debates is addressed. In contrast to the current state of the art in
social signal processing, where only the audio modality is employed for analysing
the human non-verbal behavior, we propose to use additionally visual features
capturing certain facial behavioral cues such as head nodding, fidgeting and frown-
ing which are related to conflicts. To this end, a dataset with video excerpts from
televised political debates, where conflicts naturally arise, is introduced. The pre-
diction of conflict level (i.e., conflict/nonconflict) is performed by applying the
linear support vector machine and the collaborative representation-based classi-
fier onto audio, visual, and audiovisual features. The experimental results demon-
strate that the fusion of audio and visual features, outperform the accuracy in
conflict detection, obtained by features that resort to a single modality (i.e., either
audio or video).

1 Introduction

Social signals and social behaviors are the expression of one’s attitude towards social
situation and interplay, and they are manifested through a multiplicity of non-verbal
behavioral cues including facial expressions, body postures, gestures, and vocal out-
bursts like laughter. Social signals typically last for a short time (milliseconds, like turn
taking, to minutes, like mirroring), compared to social behaviors that last longer (sec-
onds, like agreement, to minutes, like politeness, to hours or days, like empathy) and
are expressed as temporal patterns of non-verbal behavioral cues [1]. Since humans are
predominantly social beings, the importance of social signals in everyday life situations
is self-evident. In turn, multimedia data (e.g., television programs, movies, etc.) contain
human social interactions and thus the automatic analysis and understanding of hu-
man social signals and social behaviors from audiovisual recordings is a cornerstone in
the deployment of content-based multimedia indexing and retrieval, machine-mediated
communication, state of the art human-computer interfaces, to mention but a few.

In spite of recent advances in social signal processing [1,2] and machine analysis
of relevant behavioral cues like blinks, smiles, head nods, laughter, and similar [3, 4,
2, 5], the research in machine analysis and understanding of more complex human so-
cial behaviors like interest, politeness, flirting, agreement, and conflict detection which
this paper addresses, is still limited [6-8, 1,2]. This can be partly attributed to both
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1) an omnipresent neglect of the fact that observed behaviors may be influenced by
those of an interlocutor and thus require analysis of both interactants at the same time,
especially to measure such critically important patterns as mimicry, rapport, and dis-
agreement, and 2) an overall lack of suitable annotated data that could be used to train
the machine learning detectors for recognition of relevant phenomena [6, 1, 2]. Recent
efforts in machine analysis of social interactions were aimed at analysis of various so-
cial signals including social dominance [9], engagement and hot-spots [10], behavioral
codes (e.g., acceptance and blame) [11], and the analysis of personality [12]. These
approaches employed statistical models trained on various lexical, prosodic and con-
versational features.

Conflict is used to label a range of human experiences, from disagreement to stress
and anger, occurring when involved individuals act on incompatible goals, interests, or
actions. Various research studies in human sciences argue that a “disagreement” does
not have to result in a conflict; conflict describes a high level of disagreement, or “es-
calation of disagreement”, where at least one of the involved interlocutors feels emo-
tionally offended. However, while conflict has been extensively investigated in human
sciences and recognized as one of the main dimensions along which an interaction is
perceived and assessed [13], machine analysis of conflicts is limited to automatic agree-
ment/disagreement detection [6, 14—17] and is yet to be attempted based on audiovisual
cues. To the best of our knowledge, the only work on the topic, and then based on au-
dio cues only, is that by Kim ef al. [7, 8], who investigated the degree of conflict in
broadcasted political debates by employing various prosodic/conversational features.

This paper addresses the problem of conflict detection in videos. As opposed to
Kim et al. [7, 8], the use of both audio and video modalities is investigated in con-
flict modeling and detection. Since, to the best of our knowledge, there are no avail-
able benchmarks datasets for audiovisual conflict detection, video excerpts from live
political debates, where conflicts between participant naturally arise, are used. These
videos have been extracted from more than 60 hours of live political debates, tele-
vised in between 2011 and 2012. In contrast with other benchmarks, political debates
are real-world competitive multi-party conversations where participants do not act in
a simulated context, but participate in an event that has a major impact on their real
life (for example, in terms of results at the elections) [7]. Consequently, even if some
constraints are imposed by the debate format, the participants have real motivations
leading to real conflicts. From the entire dataset, 160 videos experts, with total duration
2h and 50 min, have been extracted. Theses videos have been annotated by 10 experts,
in terms of continuous conflict intensity. The average annotation for each video is ex-
tracted by employing the Dynamic Probabilistic CCA [18]. Discrete labels ( i.e., con-
flict/nonconflict here) are obtained next, by segmenting each video in non-overlapping
conflict/nonconflict segments by applying an indicator function on the average annota-
tion, resulting in 150 conflict (43 min) and 150 nonconflict (95 min) clips. The audio
content of each video clip is parameterized in terms of prosodic and cepstral features,
typically employed in affective computing [5]. Visually, the assessment of a conflict is
highly related with the presence (or the absence) of certain facial behavioral cues such
as head nodding, blinks, fidgeting and frowning [19]. To this end, the facial behav-
ioral cues of each interactant are captured by tracking 68 facial points. The prediction



Yannis Panagakis, Stefanos Zafeiriou, and Maja Pantic 3

of conflict level (i.e., conflict/nonconflict) is performed by applying a linear support
vector machine (SVM) [20] and the collaborative representation-based classifier [21]
onto feature vectors constructed by the audio modality, the video modality, and their
combination. The experimental results indicate that the fusion of audio and video fea-
tures outperforms the prediction accuracy obtained by features that resort to a single
modality (i.e. either audio or video), yielding an accuracy of 85.59% when the collab-
orative representation-based classifier is employed in a two-class setting. Furthermore,
the proposed method enables the modeling of conflict escalation and resolution.

The paper is organized as follows. In Section 2, the dataset and the annotation pro-
cedure is described. The audiovisual feature extraction process is outlined in Section 3.
The experimental results are presented in Section 4. Conclusions are drawn in Section 5.

1.1 Dataset and Annotation Procedure

The dataset introduced in this paper for audiovisual conflict detection consists of video
excerpts from televised political debates in Greek language. In particular, it consists of
episodes of conflict escalation and resolution, which have been extracted from more
than 60 hours of televised, live political debates aired as a part of the Anatropi Greek
TV show!. Each debate includes at least two guests discussing under the moderation of
the TV host.

From the entire dataset, 160 (170 min) non-overlapping dyadic episodes of conflict
escalation have been manually extracted. For each episode of conflict, the database
also contains an episode of conflict-free interaction of the two people in question. Each
sample of the dataset is an audiovisual TV recording having both people involved in
the dyadic episode in view. A sample frame from the dataset is depicted in Fig. 1.
The episodes are of variable duration (i.e., 2 seconds to several minutes) and maybe
noisy with a third party speaking in the background and people exhibiting large body
movements.

The data have been annotated in terms of continuous conflict intensity by 10 expert
annotators. The annotators assign a conflict intensity level, in the range [0, 1], at each
video frame by employing a joystick-based annotation tool, while they are watching
each video excerpt in real time. They have been advised to annotate the videos by con-
sidering the physical (related to the behavior being observed) and inferential (related to
the the interpretation of the discussion) layer of the conversation [7]. The physical layer
includes the behavioral cues observed during conflicts and include interruptions, over-
lapping speech, cues related to turn-organization in conversations as well as but head
nodding, fidgeting and frowning [19]. The inferential layer is based on the perception of
the competitive processes [15] where conflict is considered as a “mode of interaction”
where “the attainment of the goal by one party precludes its attainment by the others”.
For instance, conflicting goals often lead to attempts of limiting, if not eliminating, the
speaking opportunities of others in conversations.

To combine multiple annotators (Fig. 2(a)) subjective judgements, the Dynamic
Probabilistic CCA with time warping [18] has been employed, yielding an average
annotation for each video exert (Fig. 2(b)). The video excerpts are segmented next

"http://www.megatv.com/anatropi/
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Fig. 1. (a) A sample snapshot from the dataset depicting the TV host and the two guests in conflict.
(b) Facial points extracted from each guest, capturing the facial characteristics of the interactants
being in conflict.
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into non-overlapping conflict/nonconflict segments as follows: An indicator function
assigns each frame the value 1 if the average annotation value is greater than its mean
value and 0, otherwise. Segments corresponding to the discrete conflict/nonconflict sec-
tions of the video excerpt are depicted in Fig. 2(b). Finally, 150 conflict (43 min) and
150 nonconflict (95 min) clips, with discrete labels, have been selected. The annotated
data will be available at http://ibug.doc.ic.ac.uk/research.
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Fig. 2. (a) Conflict intensity as a continuous function of video frame index by various annota-
tors. (b) Average continuous conflict intensity and segments corresponding to the discrete con-
flict/nonconflict sections of the video excerpt.

2 Feature Extraction

In this section the procedure followed for audiovisual feature extraction from each video
excerpt in the dataset is outlined.
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2.1 Audio Features

The audio content of each episode in the dataset is parameterized in terms prosodic and
spectral features, namely the pitch related feature [22], the mean and the RSM energy
feature, as well as the Mel-frequency cepstral coefficients (MFCCs) [23] and the Delta
(differential) MFCCs.

The MFCCs [23] encode the frequency content of the speech signal by parameter-
izing the rough shape of spectral envelope and they have been successfully applied in
Turn-taking analysis. Roughly speaking, the logarithm, which involved in the calcula-
tion of the MFCCs is a nonlinear transformation with additive property in the spectrum
magnitude domain and thus the cepstral features can be consider as a superposition
of latent variables, which are related to the speakers involved in the conversation. The
MFCC calculation employs frames of duration 80 ms with a hop size of 40 ms, and a 42-
band filter bank. The correlation between the frequency bands is reduced by applying
the discrete cosine transform along the log-energies of the bands. The analysis yields a
23-dimensional vector of MFCCs for each video frame. This vector is appended with
the Delta MFCCs, the 3 prosodic features, yielding an 49-dimensional audio feature
vector for each video frame.

2.2 Visual Features

Cooper indicates that, facial behavioral cues related to conflict are head nodding, blinks,
fidgeting, and frowning [19]. Consequently, the conflict can be visually captured by
tracking the head pose, lips, eyebrows, eyelids, and related facial characteristics of the
interactants in video sequences. To this end, the recently introduced persons’ indepen-
dent active appearance model, the so called active orientation model (AOM) [24] is em-
ployed for facial points tracking. In particular, the faces of the interactants are detected
in the first frame of each video excerpt by the well-known Viola-Jones face detector
[25]. Afterwards, the AOM is applied for tracking 68 2-dimensional facial points for
each human throughout the video segment. As a result, for each video frame a 272-
dimensional feature vector is obtained by stacking the points of each interactant. Facial
points extracted from two interactants are depicted in Fig. 1 (b).

3 Experimental Results

In order to assess the performance of the proposed approach in conflict detection in
political debates, experiments were conducted in the datset described in Section 2, by
applying stratified 2-fold cross-validation.

To investigate the impact of each modality on conflict detection each video in the
dataset is represented by three sequences of feature vectors. That is, by employing the
49-dimensional audio features, (audio modality), the 272-dimensional facial points (i.e.,
video modality) as well as the 272 4 49 = 321-dimensional vector of audiovisual fea-
tures. The latter feature vector is constructed by stacking the 49-dimensional audio on
the top of the visual features for each video frame. Clearly, the length of the each feature
sequence is equal to the number of the frames in video. The linear SVM [20] and the
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collaborative representation-based classifier (CRC) [21] are employed to assign each
video frame into a class, namely to classify it as conflict or nonconflict. The classifi-
cation results for frame level conflict detection are summarized in Table 1 for audio
(A), video (V), and audiovisual features (AV). A single label for each video excerpt
is obtained by averaging and rounding to the closest integer the predicted class labels
of its frames. The classification results for video excerpt level conflict detection are
summarized in Table 2.

Table 1. Frame-level conflict detection accuracy (%). The number within the parenthesis indicate
the standard deviation.

Features SVM CRC
A 73.54 (0.31) 73.54 (0.31)
\% 74.99 (0.31) 73.36 (0.31)

AV 78.58 (1.92) 79.95 (0.98)

Table 2. Video excerpt-level conflict detection accuracy (%). The number within the parenthesis
indicate the standard deviation.

Features SVM CRC
A 73.76 (1.06) 74.59 (1.21)
\" 82.92 (8.31) 83.92 (5.12)

AV 84.30 (10.60) 85.59 (2.91)

By inspecting Table 1 and Table 2, it is clear that the fusion of audio with visual
features provide more accurate conflict prediction. In particular, the audiovisual fea-
ture discriminate the video exerts in those which contain conflicts and those which not
contain conflicts with an accuracy of 85.59%, which is a significant improvement com-
pared to that obtained by the audio features (i.e., 74.59%). This can be attributed to the
fact that the audio channel is often noisy since a third party is speaking in the back-
ground. In contrast the video modality contain clear information about the behavior of
the interactants.

Finally, there are indications that the conflict escalation and resolution can be mod-
eled following the proposed approach, that is by classifying audiovisual features by the
CRC. This can be done by assigning to each test video frame the average of the class
labels within a window of 50 frames (i.e., 2 sec in our case). This maps the conflict in-
tensity onto the continuous space. A demonstration of this can be found online?, where
the normalized in [0, 1] conflict intensity level is depicted as a function of the video
frame index. A snapshot of this demonstration is depicted in Fig. 3.

Zhttp://youtu.be/yCIwrOA3RBO
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Fig. 3. (a) A sample snapshot from the dataset depicting the TV host and the two guests in conflict.
(b) Conflict intensity as a function of video frame index.

4 Conclusions

In this paper, the problem of conflict detection in audiovisual recordings of political
debated has been investigated. Audio and visual features have been demonstrated to
detect the conflict more accurately than the features which resort to a single modality
(i.e., either audio or video), when the CRC is employed.

In the future, the modeling of conflict escalation and resolution based on audiovi-
sual and other features (e.g., conversational, lexical) will be investigated.
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