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Abstract. We consider the problem of perturbing a face image in suchya wa
that it cannot be used to ascertain soft biometric attristech as age, gender
and race, but can be used for automatic face recognitiorh &uexercise is use-
ful for extending different levels of privacy to a face imdgea central database.
In this work, we focus on masking the gender information ime@efimage with
respect to an automated gender estimation scheme, wizilgiref its ability to be
used by a face matcher. To facilitate this privacy-enhantéchnique, the input
face image is combined with another face image via a morpfthgme resulting
in a mixed image. The mixing process can be used to progedgsiodify the in-
put image such that its gender information is progressisappressed; however,
the modified images can still be used for recognition purpdiseecessary. Pre-
liminary experiments on the MUCT database suggest the patefithe scheme
in imparting “differential privacy” to face images.

1 Introduction

Most operational face recognition systems store the aaldace image of a subject in
the database along with the extracted feature set (temptiering the original im-
age would allow the system to extract new feature sets armhmeate templates if
the feature extractor and matching modules are changedeWowace images offer
additional information about an individual which can becmatically deduced. For
instance, it has been shown tteattomated schemes can be used to extract soft bio-
metric attributes such as age [4], gender [10], and raca ¢8h fa face image. This can
be viewed as privacy leakage since an entity can learn additinformation about a
person (or population) from the stored data, without reéngiauthorization from the
person for such a disclosure. Therefore, it is necessanysiore that face images stored
in a system are useamhly for the intended purpose and not for purposes that may result
in a “function creep” [21].

In this work, we investigate the possibility of suppresdimgsoft biometric attribute
of a face (e.g., gender) while simultaneously preserviegthility of the face matcher
to recognize the individual (see Figure 1). Such a capghilii ensure that the stored
biometric data is not used for purposes beyond what was ss@deduring the time of
data collection. However, at the same time, it is necessatyany such perturbation
does not drastically impact the recognition accuracy ofiltemated face matcher.

In this paper, a mixing approach is used to transform an ifgmetimage into a look-
alike face image (i.e., similar facial features and may heeapance) while suppressing
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Input image Transformed images

Identity  Alice

Gender Female

[CtSII (less confident) | (less confident) JEERTS19)

Fig. 1: An illustration of progressively suppressing the gendesrofhput image while retaining
identity with respect to an automated face matcher.

a specific soft biometric attribute, viz., gender. Tdegree of suppressioris assessed
by anautomated gender classifier since the goal of this work is to disallotoaated
algorithms from extracting information beyond what waemted at the time of data
collectiort. A typical gender classifier outputs a label indicating tleadgr of a face
image along with a confidence value of this determinatiothéf proposed method is
successful, then either the confidence values associatadive transformed images
will decrease (i.e., gender suppression) or their outpagllavill change (i.e., gender
conversion).

1.1 Related work

Biometrics Privacy: In the context of biometrics, privacy refers to the assueahat the
biometric data collected from an individual is not used tdute any type of informa-
tion about the individual. i.e., it should be used only fortaléng purposes.

Extensive work on preserving personal information has lgeere in the data min-
ing community [1]. Their goal is to enable researchers agdmizations to learn statisti-
cal properties of an underlying populatfams a whole, while protecting sensitive infor-
mation of the individuals in the population against “linkagttacks” [12]. Approaches
such ask-anonymity [19],/-diversity [9], t-closeness [7], and differential privacy [2]
have been proposed to preserve privacy of the personal atatistical databases.
These approaches employ techniques such as data pexuarbat sub-sampling [19]
(i.e., non-interactive privacy model), or provide an ifdéee through which users may
query about the data and get possibly noisy answers (iteraictive privacy model)
[2]. In the context of biometrics, Newton et al. [13] and Gy&g al. [5] introduced a
face anonymization algorithm that minimized the chancgeoforming automatic face
recognition on surveillance images while preserving detsfithe face such as expres-
sion, gender and age. However, the identities of originag fanages are irrevocably
lost, thereby undermining the use of such techniques in éidodatabases.

In related literature [16], to protect the privacy of stot@dmetric data (e.g., face
images) in a central database, template protection appesd@ve been proposed. Most
of these template protection approaches replace the steatdgre set in the central
database with a transformed feature set or a cryptograghithiat has been generated

11t is also possible to suppress soft biometric informatiosnf a human vision perspective
- however, the work here does not explore the cognitivedpsipgiical aspects of the trans-
formed image.

2 This population can be represented as statistical database
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from the feature set or bound with it. These approaches,asiftizzy vault cryptosys-
tems, invariably result in loss of matching accuracy as detrated in the literature
[16]. Further, when the feature extraction scheme is chdnpe cryptosystem has to
be changed. Some researchers have addressed the chaligrgéeoting biometric
data at the image-level [15][22][6][3][14hut their goal was to perturb identity. Our
methodology, on the other hand, only perturbs soft biomettiributes at the image
level, while retaining identity, to prevent any gender giodj on an individuat.

Face fusion for gender conversion: Fusing face images in order to change a per-
ceived soft biometric (such as age, gender, and/or racebpéas researched in both
computer vision and graphics literature due to its manyr@sting applications. Re-
garding gender conversion while preserving face identitgre are two methods: a
prototype-based approach [17] and a component-basedagpiiB]. In the prototype-
based approach [17], prototypes for the two gender groupte(amd female) are com-
puted to describe the typical characteristics of males anthfes, respectively, and the
difference between these two prototypes is used to modéygdnder appearance of
an input face image. A component-based approach was prdpyssuo et al. [18] as
an alternative approach to gender conversion. Their apprsiarts by decomposing a
source face image into several facial components. Nexdetfaeial components are re-
placed with templates taken from the opposite gender groditree resulting mosaic is
assembled using seamless image editing techniques. Ttéyds the source image is
preserved by selecting replacement templates that arstmihat of the source com-
ponents and penalizing large alterations in the imagerep#iep. However, the goal of
the gender conversion approaches described above is toage@single face image
that preserves the identity but modifies the gender. In thgep our main objective is
different. The input face image has to be transformeahdtiiple images that are simi-
lar to it but with the gender information suppressed at dififie levels. In other words,
some of the generated images will be perceived to be of the ggmder but with less
confidence values, while other images will be perceived toftitbe opposite gender
with different confidence values.

1.2 Proposed Method

To generate a face image with aforementioned propertieqrinciple of face morph-
ing is used. Consider two face imagEs and F,. The morphing algorithm generates
intermediate images along the continuum fréirto F», and their positions on this con-
tinuum are specified by the morphing parameters. The paeametescribed later, are
used to determine the rate of warping and color blendingaSthe morphing proceeds
along the continuum froni? to F5, the first image £}) is gradually distorted and is
faded out, while the second imagh,j is faded in (see Figure 4).

The keycontributions of this paper are summarized as follows.

% Population privacy is enhanced because an adversary cdrawtany conclusion about the
gender of face database users.
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— Progressively suppressing the gender attribute of a fade pteserving its identity
from the face matcher’s perspective. To the best of our kedgé, this paper is the
first to present th@otential of imparting differential privacy to face images via a
simple face morphing technique.

— The degree of suppression has been systematically qudrtifiatilizing anauto-
mated gender classifier. The proposed method is expected to beaplgl across
different gender classifiers since it has not been partilguianed to a specific one.

The rest of the paper is organized as follows. Section 2 dsasithe face morphing
technique to perturb gender attributes. Section 3 repbe®xperimental results and
Section 4 concludes the paper.

2 Face Morphing

Figure 2 shows the three distinct phases in the generatiamoked face imageM/ F')
: facial feature extraction, image warping and cross-dvésg.

Facial Feature
Extraction

Fig. 2: Proposed approach for suppressing gender while retaidérgity. Here, the gender &,
is perturbed by mixing it with¥; resulting in imageM F'. However, an automated face matcher
can successfully match/ F' with F.

2.1 Facial feature extraction

Morphing two face images to generate an intermediate faagéninvolves the non-
trivial task of locating facial features. For both face ireagF; and F5, the prominent
facial features are characterized by a pre-defined set efalquoints. Both sets of con-
trol points, X; and X5, associated with the two face images (see Figure 2), aredstor
in a vector format. This representation does not includeifioymation about the con-
nection between the control points:

1", 1)

wherej € {1,2} andn = 76 is the number of control points. Errors in landmark
annotation can cause a ghost-like effect on the subsegqugsrierated image. Since

extracting control points automatically is not the focusttué work, a pre-annotated

face image database was used (see Section 3). This minithezgbost-like effect.

Xj = [w15, 25,35, -+, Tnjs Y1 Y255 Y3 - - - Ynj
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2.2 Image warping

Once the corresponding control points between the two faagés are known, the next
step is to perform image warping by mapping each facial fegetg., mouth, nose and
eyes) in the individual face images to its correspondingufeain the mixed image. A
triangulation-based warping scheme is used to deform teeifaages [20]. First, the
intermediate control points set (which defines the shapéefdcial features of the
mixed face image) is determined. From the control point 3gtsand X, of the face
imagesF; and F», respectively, the intermediate control point s&t,() is obtained by
linear interpolation as follows:

Xm:(l—O[)'Xl—FOé'XQ, (2)

wherea € [0, 1] is thewarping factor that determines how the individual shapes of the
two face images are integrated into the shape of the mixed Rext, the face region of
each face image is dissected into a suitable set of triabglatlizing the control points
as the vertices of the triangles. Generating an optimalguéation has to be guaranteed
in order to avoid skinny triangles and, therefore, Delaumiaygulation was utilized to
construct a triangular mesh for each face image. An exanffiéee images tessellated
into triangular regions according to the annotated comtoatts is shown in Figure 2.
Finally, the affine transformation that relates each tridagregion in the original
face image [} or F3) to the corresponding triangle in the intermediate imagmin-
puted. Suppose thdt = [P, P, P3]* (T = [Ry1, Rz, R3]T) is a triangular region in
X1 (X2) andT;,, = [Q1,Q2,Q3]" is the corresponding triangular region i, (see
Figure 3).4; (A,) is the affine transformation that maps all point§in(7:) ontoT,.

T = ATy, 3

wherej € {1,2}. TogetherT;’s (T»'s) vertices andl,,,’s vertices are used in (3) to
compute the parameters of the affine transformatlor{ 4;). As shown in Figure 2,

T
;‘,‘;;?Ew

Téfa‘mi’

Fig. 3: Generating the corresponding triandlg,, in the intermediate image based on the trian-
glesT: andTx in the original images.

this results in two warped face imagé$ and F such thatF| and F, have similar
shapes.
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2.3 Image cross-dissolving

The final step to obtain the mixed face image, is simply a edissolving process of
the two warped images. | and F, are the warped images, the mixed face image is
obtained by linearly interpolating their pixel intens#jesuch that

MF=(1-8)-F +3-F, (4)

whereg € [0, 1] is thecolor-dissolving factorthat determines the relative influence of
the appearance of the two face images on the mixed face imaigeFigure 4 shows
different examples of mixed face images along the continfrom F} to F; by varying
the warping factord) and the cross-dissolving facta?)

Fig. 4. Mixed face images along the continuum frdr to F» wherea = 8 = (a) 0.1, (b) 0.2,
(c) 0.3, (d) 0.5, (e) 0.7, (f) 0.8 and (g) 0.9.

3 Experiments and Discussion

The purpose of the following experiments is to systemdticalvestigate if mixing
an input face image with different face images from the ogpagender group will
(1) suppress the gender attribute of the input face imagédffereht degrees, and (2)
preserve the identity of the input image with respect to & faatcher. To generate a
mixed face image from two face images; i.e., a male face infggand a female face
imageF, the morphing technique described earlier is utilized hednixed face image
can be anywhere along the continuum fréfy to F;. But where on this continuous
continuum should the mixed face image be? The position ofiith@d face on this
continuum is specified by the morphing parameters, iueand 5. Although the two
parameters can be different, the best visually appealin@aniace image along this
continuum is observed when = 3. Also, if « = 5 < 0.5, the gender of the source
image will not be suppressed effectively. Contrarilyyi= 8 > 0.5, the identity of the
source will be suppressed and the mixed image will not bdaing it. Thus, we select
a = =0.5.

3.1 Performance metrics

The notion of similarity/dissimilarity between face image assessed using the match
scores generated by a Verildolace matcher. In the context of identification, a higher

4 http:/lwww.neurotechnology.com
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rank-1 accuracy would imply a higher similarity; in the cexitof verification, a lower
Equal Error Rate (EER) would imply higher similarity. So weeurank-1 accuracy and
EER to characterize notions of similarity and dissimilarit

The gender of a face image (male or female) is assessed usigLaok gender
classifier®, which also outputs classification confidence vald&$ &long with the gen-
der label. These confidence values are in the [0, 100] intekveonfidence value of 0
indicates that the image is in the boundary of the male anafecias®. However, the
software labels the image as female when the confidence isaluéHere, we mapped
the resultant confidence values as follows:

o C'/100 if class = male
~ | =C'/100 if class = female

where male and female are the labels computed by the geradsifadr. This map-
ping results in a gender axis with two ends: 1 (i.e., male wittonfidence value =
100%) and -1 (i.e., female with a confidence value = 100%)s Bleinder axis will be
used to quantify as well as visualize the degree to which geisdsuppressed in the
forthcoming experiments.

3.2 Database and Baseline Performance

The performance of the proposed approach was tested usiigsetifrom the MUCT
database [11]. MUCT database consists of 3755 face imag2gtosubjects. We se-
lected the first 2 samples captured by camera “a” (usuallyfiinatal face) of each
subject’. For each subject, one sample was added to the probe seteotthér sample
was added to the gallery set resulting in a probésand gallery sefz each containing
276 face images. The imagesihwere matched against thosedh This resulted in
a rank-1 accuracy of 95% and an Equal Error Rate (EER) of 3Hfis. dataset was
used since the facial landmarks (control points) of indigdimages were annotated
and available online, and also because it contains a comiganamber of males and
females (i.e., 131 males and 145 females). The ground toutgender was obtained
from the filename (“m” for male and “f” for female). The Verd& gender classifier was
used to classify the face images in the galleryGeFigure 5 shows examples of face
images fromG along the gender axis based on the predicted gender and eocdigal-
ues. There are only 5 images fragthat were misclassified (see Figure 5). Therefore,
from the perspective of this automated gender classifiergétlery set will be divided
into a male dataset,,, consisting of 132 males and a female datd@setconsisting of
144 females.

® Since the proposed method is not particularly tuned to tieeifip gender classifier used, it is
expected to work as well on other types of gender classifiers.

® This assertion has been confirmed by consulting the tedtsiggort at Neurotechnology.

" Camera “a” was the only camera that was directly in front ef shbject’s face. Images cap-
tured by other cameras exhibited some pose variations.isnptiper, we used only frontal
images to examine viability of the proposed approach. Thex@wo or three images per sub-
ject captured by camera “a” and we selected two samples &r tochave the same number of
samples for all subjects.
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Females 0

Female

Misclassified Images

Fig.5: Examples of frontal face images from the gallery Geshown on the gender axis. The
gender axis is based on the gender as estimated by the elaakifig with the confidence value,
C. Misclassified images are depicted below the axis.

3.3 Degrees of Gender Suppression

In this experiment, the possibility of generating imagethwiifferent gender suppres-
sion levels is tested. Every face image in the male gallerg=seis mixed with every
face image in the female gallery 8%. This results in 19,008 mixed face images. For
every male face image, there are 144 corresponding mixedifis@ges. For every fe-
male face image, there are 132 corresponding mixed faceeisn&igure 6 shows the
distribution of confidence value€’'] of the mixed images as well as the original male
and female images. This graph clearly suggests the padtefsappressing gender at-
tributes using the proposed method. However, the objeidivet just to suppress the

Distribution of gender confidence values
T T T T T

0.14f IMaIes inG_|

0.12F :Mixed faces
.-Females in Gf

0.1r

Frequency

-0.2 0 0.2 0.4 0.6 0.8 1
Confidence values

Fig. 6: Distribution of confidence values of the male, female andeaixnages.

gender attribute. We are looking to generate images thattaifferent levels of gen-
der. Another way of looking at this is as follows: if a male éaicnageF’,, is fused
with different female face images;s, the resulting face images/(#'s) should have
confidence valueg{,, ¢S) that vary from -1 to the confidence value of the originalenal
image,C,,. To determine theegree of gender suppression, theale suppression-level
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of a mixed image is computed as follows:

Con — Con

Sm = Cp+1

©)

If S,, = 0, this indicates that the mixed image has the same confidexige as the
original male imageKk,,) and the gender is not suppressedS}f = 1, this indicates
that the mixed image has been classified as female@jth = —1 and the gender of
the original male image is completely suppressed. On ther dthind, if the source is a
female image which has been mixed with a set of male imagegydhl would be to
generate mixed images with suppression-levels that st €,,; = Cy and end at
Cmy = 1. Therefore, if the input image is female, tfeenale suppression-levetan be
computed as follows:

_ |Cf| + Cmf
51 = |Crl+1 ©

Note that in this particular databaSg, andS € [0, 1] because, as shown in Figure
6, the confidence value of a mixed face imagg,¢) is always less than the confidence
values of the original male subjects,{) and greater than the confidence values of the
original female subjectg{y), i.e.,Cy < Cy,5 < Cp,. Figures 7 and 8 show,,, and S,
respectively, for all mixed images (i.e., the 19,008 facadges). These graphs suggest
the possibility of having different levels of gender sumsien. This can be observed
by viewing the range of colors in each row or each column.

Male# 18

Male# 44

Male subject:

Fig. 7: Plot of male suppression-levels of the mixed images whengtpalong the horizontal
axis is the id # of female subjects and points along the \aréigis is the id # of male subjects.
Male suppression-levels after mixing male subjects #18#tHare highlighted. Additionally,
the male-suppression level when female subject #70 is setsod highlighted. See text for
explanation as to why these three subjects are highlighted.

Figure 9 show two male images and the results of mixing theth different fe-
males images along with gender confidence values. Figueg $a¢wsS,,, for all mixed
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Female# 14

Female# 90 12

80
1
1 1
1 1
i H
| ' 1 Male# 70
[ )

Fig. 8: Plot of female suppression-levels of the mixed images whenets along the horizontal

axis is the id # of male subjects and points along the veréigal is the id # of female subjects.
Female suppression-levels after mixing female subjecdsaiti #90 are highlighted. Addition-
ally, the female-suppression level when male subject #78esl is also highlighted. See text for
explanation as to why these three subjects are highlighted.

images generated by these two male subjects. Note that, dleesuppression-levels
(S,) of mixed images generated by male subject #18 tend to berctoghe origi-
nal gender confidence value (i.&,,, tends to be closer to 0). On the other hand, the
mixed images of male subject #44 tend to be classified as énzald are closer to
the target (i.e.Cy,y ~ —1). A similar effect on female subject #18 and #44, can be
seen in Figure 10. Figure 11(b) shows the female suppressiets (5;) for all mixed
images generated by these two female subjects. We alsoveldstérat some female
images when mixed with input male images cause most of thedrimages to have
male suppression-levels that are closer to 1 ({’g,; are closer to -1). For example, as
shown in Figures 7 and 9, female subject #70 strongly suppdethe gender of most
male images. Similarly, as shown in Figures 8 and 10, malgesu$70 has strongly
affected most of the female suppression-levels of the miixeel images.

These results prove that we can generate different versioas input face image
with different levels of gender suppression. Note that thafidence values associated
with the original images play an important role. As shown igufe 9(a), the facial
appearance of the input face image has also a role. Henctdiaé hair of the male
subject #18, i.e., the mustache, results in mixed imagds wire maleness, although
the original male image has a low gender confidence value.

3.4 Similarity to the original face images

After suppressing or modifying the gender of the face imagenixing, the identity
information should be preserved effectively in the resulimages. Therefore, in this
experiment, the similarity between the mixed face imageaiginal face images (i.e.,
male and female face images) was evaluated. To this end, ittesl face images gen-
erated in Experiment 1 (i.e., 19,008 face images) were redtayainst the original
images in the probe sét (see Figure 12). Here, a genuine score is generated when the
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[ 06 01 -1 007 01 -1
Female Female
images images

V VY
v U ¥

irutmate | Mixed Images

image

Input male

mage | Mixed Images

@ (b)

Fig. 9: Examples of mixed face images after mixing the face imagesabé subjects (a)# 18 and
(b)#44 with different female face images, along with thefimence value ) of each image.
The blue (red) color indicates that the image is labeled aala (female).

0.13 0.6 1

VO 3
Input female Mixed Images

image

Male

Male
images

images

Inp(n female]
image

Mixed Images

05 -0.3
(a) (b)

Fig. 10: Examples of mixed face images after mixing the face imagésméle subjects (a) # 14
and (b) #90 with different male face images, along with theficence value) of each image.

Male# 18

Malet 44

(a) Male suppression-levels (b) Female suppressiondevel

Fig. 11: Plot of sorted suppression-levels corresponding to thedhimages generated for (a)
male subjects #18 & #44, and (b) female subjects #14 & #90.
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mixed face image is matched with either of the original fanages (i.e., the images
that were mixed) and the rest are impostor scores.

The resultant rank-1 accuracy of matching mixed imagesagariginal images in
P was 95% (and the EER was 5%). These results indicate thatigiaal images are
reasonably similar to the mixed images. Hence, the idestdf the originals have been
preserved in the mixed faces, which is our objective.

Fig. 12: Examples of mixing the face images of a male subject wittedkffit female face images,
along with the confidence valu€'j of each image. Match scores generated by matching the input
probe against the mixed images and the gallery image of the soiéject are shown below the
confidence values of the gallery and mixed images. Thesesewe similarity scores and in the
[0,180] interval.

4 Summary and Future Work

In this work, we explored the possibility of generating nXace images that suppress
the gender of a face image tifferent degrees. In this regard, we mixed an input face
image with different face images from the opposite genddrdmtermined if the mixed
images suppress the gender while bearing sufficient sityilar the input face image
in terms of a face matcher. We utilized a gender classifigrgalaith the resultant confi-
dence value to assess the gender information. To mix twoifia@ges, a face morphing
technique was adopted in this work. Experiments on the MU@&fRskt indicate that
(a) the mixed face suppresses the gender of original facgdmto different degrees,
and (b) the mixed face exhibits similarity with the origim@age and so identity with
respect to a face matcher is retained. Figure 13 shows thalistribution of male and
female suppression-levels are not uniform distributiddkile it is possible to suppress
a face image to different degrees, these degrees may noafoamtinuous or complete
continuun§. Therefore, further work is needed to test this approachlargar database
having subjects with large variation in their gender conficievalues. Other morphing
approaches based on radial basis functions and multifeeifform deformation [20]

8 This continuum should start from the gender confidence vafltiee input face image and end
at the maximum confidence value of the opposite gender+ileoy -1).
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Distribution of suppression-levels

800

# of mixed images
Py
(=3
o

0 : : 0.2 0.4 0.6 0.8/ 1
Suppression-levels
Fig. 13: Distributions of male §,,,) and female § ¢) suppression-levels of all mixed images (i.e.,
19,800 face images). These distributions suggest thapdtssible to suppress gender to different

degrees.

could be explored. The technique could potentially be edgdrnto suppress different
soft biometric attributes simultaneously (to differengoes) thereby supporting a dif-
ferential privacy framework. Note that mixing more than timtages is possible, but
this may suppress individual identities and the mixed imadiely to be less similar
to the originals. Future work will also investigate the pbiisy of utilizing the pro-
posed approach as a privacy-enhancing technique by miasesfof different subjects
in order tohide the original identities.

5 Acknowledgments

The authors are grateful to Cunjian Chen for his assistarittetihe gender prediction
experiments.

References

1. Agrawal, R., Srikant, R.: Privacy-preserving data miniACM Sigmod Record 29(2), 439—
450 (2000)

2. Dwork, C.: Differential privacy. In: Automata, Languagend Programming, pp. 1-12.
Springer (2006)

3. Farberbock, P., Hammerle-Uhl, J., Kaaser, D., PsifeE., Uhl, A.: Transforming rectan-
gular and polar iris images to enable cancelable biometricsmage Analysis and Recog-
nition, pp. 276-286. Springer (2010)

4. Fu, Y., Guo, G., Huang, T.S.: Age synthesis and estimatimfaces: A survey. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence 3R (1955-1976 (2010)

5. Gross, R., Sweeney, L., De la Torre, F., Baker, S.: Modskd face de-identification. In:
Computer Vision and Pattern Recognition Workshop (CVPRYg).161-168. IEEE Com-
puter Society, Los Alamitos, CA, USA (2006)

6. Hammerle-Uhl, J., Pschernig, E., Uhl, A.: Cancelabietirometrics using block re-mapping
and image warping. In: 12th International Conference oarimftion Security. pp. 135-142
(2009)

7. Li, N., Li, T., Venkatasubramanian, S.: t-closenessvdey beyond k-anonymity and I-
diversity. In: IEEE 23rd International Conference on Datayiieering (ICDE). vol. 7, pp.
106-115 (2007)

8. Lu, X., Jain, A.K.: Ethnicity identification from face irgas. In: SPIE Defense and Security
Symposium. pp. 114-123 (2004)



14

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.
21.

22.

Asem Othman and Arun Ross

. Machanavajjhala, A., Kifer, D., Gehrke, J., Venkitasubaniam, M.: |-diversity: Privacy be-

yond k-anonymity. ACM Transactions on Knowledge Discovieoyn Data (TKDD) (2007)
Makinen, E., Raisamo, R.: Evaluation of gender claggifio methods with automatically
detected and aligned faces. IEEE Transactions on Pattealygis and Machine Intelligence
30(3), 541-547 (2008)

Milborrow, S., Morkel, J., Nicolls, F.: The MUCT Landnkadd Face Database. Pattern
Recognition Association of South Africa (2010}t p: / / www. i | bo. or g/ nuct
Narayanan, A., Shmatikov, V.: Robust de-anonymizatiblarge sparse datasets. In: IEEE
Symposium on Security and Privacy. pp. 111-125 (2008)

Newton, E., Sweeney, L., Malin, B.: Preserving privagylb-identifying face images. IEEE
Transactions on Knowledge and Data Engineering 17, 232{Z%1)

Othman, A., Ross, A.: On mixing fingerprints. IEEE Trast®ms on Information Forensics
and Security 8(1), 260-267 (2013)

Ratha, N., Connell, J., Bolle, R.: Enhancing securityarivacy in biometrics-based authen-
tication systems. IBM Systems Journal 40(3), 614—634 (2001

Rathgeb, C., Uhl, A.: A survey on biometric cryptosysteand cancelable biometrics.
EURASIP Journal on Information Security (1), 1-25 (2011)

Rowland, D., Perrett, D.: Manipulating facial appeasatirough shape and color. Computer
Graphics and Applications 15(5), 70-76 (1995)

Suo, J., Lin, L., Shan, S., Chen, X., Gao, W.: High-resmtuface fusion for gender conver-
sion. IEEE Transactions on Systems, Man and Cybernetics AP&ystems and Humans
pp. 1-12 (2011)

Sweeney, L.: k-anonymity: A model for protecting priyalmternational Journal of Uncer-
tainty, Fuzziness and Knowledge-Based Systems 10(05);55%7(2002)

Wolberg, G.: Image morphing: a survey. The Visual Corepli#}(8), 360-372 (1998)
Woodward, J., Orlans, N., Higgins, P.: Biometrics:titgrassurance in the information age.
McGraw-Hill/Osborne New York (2003)

Zuo, J., Ratha, N., Connell, J.: Cancelable iris bioimeln: IEEE 19th International Con-
ference on Pattern Recognition (ICPR). pp. 1-4 (2008)





