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Abstract. This paper is concerned in analyzing iris texture in order to
determine “soft biometric”, attributes of a person, rather than identity.
In particular, this paper is concerned with predicting the gender of a per-
son based on analysis of features of the iris texture. Previous researchers
have explored various approaches for predicting the gender of a person
based on iris texture. We explore using different implementations of Lo-
cal Binary Patterns from the iris image using the masked information.
Uniform LBP with concatenated histograms significantly improves accu-
racy of gender prediction relative to using the whole iris image. Using a
subject-disjoint test set, we are able to achieve over 91% correct gender
prediction using the texture of the iris. To our knowledge, this is the
highest accuracy yet achieved for predicting gender from iris texture.
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1 Introduction

Whenever people log onto computers, access an ATM, pass through airport
security, use credit cards, or enter high-security areas, they need to verify their
identities [1]. Thus, there is tremendous interest in improved methods for reliable
and secure identification of people. Gender classification based on iris images is
currently one of the most challenging problems in image analysis research [2, 3].
In a biometric recognition framework, gender classification can help by requiring
a search of only half of the subjects in the database [4].

One active area of soft biometric research involves classifying the gender of
the person from the biometric sample. Most work done on gender classification
has involved the analysis of face images and uses Local Binary Patterns (LBP)
to increase the accuracy of the identification task [5]. Various types of classifiers
have been used in gender classification after feature extraction and selection.
Gender recognition is a fundamental task for human beings, as many social
functions critically depend on the correct gender perception. Automatic gender
classification has many important applications, for example, intelligent user in-
terface, visual surveillance, collecting demographic statistics for marketing, etc.
Human faces provides important visual information for gender classification.
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Gender classification from face images has received much research interest
in the last two decades. Moghaddam and Yang [6] were the first to report the
SVM with the Radial Basic Function kernel (SVM+RBF) as the best gender
classifier. More recently, Makinen and Raisano [7] compared the performance of
SVM with other classifiers including neural networks and Adaboost. According
to their published results, SVM achieved the highest performance. In [4, 8] was
reported the extension of the use of feature selection based on mutual infor-
mation and features fusion to improve gender classification of face images. The
authors compare the results of fusing 3 groups of features, 3 spatial scales and 4
different mutual information measures to select features. They also showed im-
proved results by fusion of LBP features with different radii and spatial scales,
and the selection of features using mutual information.

Gender classification using iris information is a rather new topic, with only
a few papers published [9, 2, 3]. Most gender classification methods reported in
the literature use all iris texture features for classification or periocular images
[10, 11] and using LBP for identification. As a result, gender-irrelevant informa-
tion might be fed into the classifier which may result in poor generalization,
especially when the training set is small. It has been shown both theoretically
and empirically that reducing the number of irrelevant or redundant features
increases the learning efficiency of the classifier [12].

Thomas et al. [3] were the first to explore gender-from-iris, using images
acquired with an LG 2200 sensor. They segmented the iris region, created a
normalized iris image, and then a log-Gabor filtered version of the normalized
image. In addition to the log-Gabor texture features, they used seven geometric
features of the pupil and iris, and were able to reach a gender-prediction accuracy
close to 80%.

Lagree et al. [2] experimented with iris images acquired using an LG 4000
sensor. Their work differs from Thomas [3] in several ways. They computed
texture features separately for eight five-pixel horizontal bands, running from
the pupil-iris boundary out to the iris sclera boundary, and ten twenty-four-pixel
vertical bands from a 40x240 image. The normalized image is not processed by
the log-Gabor filters that are used by IrisBEE software [13] to create the “iris
code” for recognition purpose and no geometrics features are used. This approach
reached an accuracy close to 62% for gender and close to 80% for ethnicity.

Bansal et al. [9] experimented with iris images acquired with a Cross Match
SCAN-2 dual-iris camera. A statistical feature extraction technique based on cor-
relation between adjacent pixels was combined with a 2D wavelet tree based on
feature extraction techniques to extract significant features from the iris image.
This approach reached an accuracy of 83.06% for gender classification. Neverthe-
less, the database used in this experiment was very small (300 images) compared
to other studies published in the literature.

Actually numerous variants of LBP descriptors have been proposed in the
last years [14–17]. Several works only utilized the uniform patterns but combin-
ing uniform patterns with a few non-uniform patterns was shown to improve
performance [18, 19].
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In this paper we propose a new method to extract information from the iris
image to improve gender classification. We first extract texture information in
details using small windows and then concatenate the histogram information.
Results indicate that each window contains useful information for gender clas-
sification. We also consider using overlapping windows, in order to obtaining a
more representative histogram. Results indicate that using a subset of the iris
region gives greater accuracy than using only the whole iris region. We then
explore different implementations using traditional LBP, uniform histogram and
concatenated histogram of overlapped windows. We are able to achieve over 91%
correct gender classification with the Uniform LBP(8,1).

2 Methods

The iris feature extraction process involves the following steps. First, a camera
acquires an image of the eye. All commercial iris recognition systems use near-
infrared illumination, to be able to image iris texture of both dark and light eyes.
Next, the iris region is located within the image. The annular region of the iris is
transformed from raw image coordinates to normalized polar coordinates. This
results in what is sometimes called an unwrapped or rectangular iris image. A
texture filter is applied at a grid of locations on this unwrapped iris image, and
the filter responses are quantized to yield a binary iris code [1]. Iris recognition
systems operating on these principles are widely used in a variety of applications
around the world.

The radial resolution (r) and angular resolution (θ) used during the normal-
ization or unwrapping stage determine the size of the rectangular iris image, and
can significantly influence the iris recognition rate. This unwrapping is referred
to as using Daugman’s rubber sheet model [20]. In this work we use a rectangular
image of 20 (r) x 240 (θ), created using IrisBEE implementation, as illustrated
in Figure 1.

The implementation also creates a segmentation mask of the same size as
the rectangular image, masked by default 25% of fragile bits [21]. When using
fragile bit masking, we mask a significant amount of information because it is not
“stable”. Rather than completely ignoring all of the fragile bits of information,
we would like to find a different way of use those bits. We know that the values
(zero/one) of those bits are not stable. However, the physical locations of those
bits should be stable and might be used to improve our gender classification
performance.

The segmentation mask indicates the portions of the normalized iris image
that are not valid due to occlusion by eyelids, eyelashes or specular reflections
(See, Figure 2.)

For the encoding stage, the output of the Gabor filters is transformed into
the binary iris code by quantizing the phase information into four levels, for each
possible quadrant in the complex plane. In coding only the phase information,
the iris code keep only the most stable information of the iris, while discarding
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Fig. 1. Transformation of Cartesian coordinates (x, y) to Polar coordinate (r, θ) for
generating the Unwrapper image.

Polar Images

Fig. 2. Representation of polar image from the segmented iris region. The iris region
is unwrapped to a rectangular image. The segmented areas of iris occlusion are shown
in yellow.

redundant or noisy information, which is represented by the amplitude compo-
nent [20].

The points at which the filter is applied can be viewed as sampling at in-
crements along the radial distance between the pupil-iris boundary and the iris-
sclera boundary and at increments of angular distance around the iris. At each
point that the filter is applied, a complex-valued result is obtained. The real part
and the imaginary part of each result are each quantized to 0/1, giving two bits
of iris code for each texture filter result.

Liu et al. [13] have collected a large data set of iris images, intentionally
sampling a range of quality broader than that used by current commercial iris
recognition systems. The author re- implemented the Daugman-like iris recogni-
tion algorithm developed by Masek [22] and also developed and implemented an
improved iris segmentation and eyelid detection stage of the algorithm called Iris-
BEE, and experimentally verified the improvement in recognition performance
using the collected dataset. Compared to Masek’ s original segmentation ap-
proach, this improved segmentation algorithm leads to an increase of over 6% in
the rank-one recognition rate.
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Figure 3 shows examples of the original image for the left eye with the cor-
responding segmentation and unwrapped image.

In this research, iris images were divided into 48 sub-regions, using win-
dows size of 10x10 without overlapping and 59 bins for the LBP histogram. The
LBP (8, 1.u2) operator was adopted to extract LBP features.

The aim of this work is to find the best way for describing a given tex-
ture using a local binary pattern (LBP). First, several different approaches are
compared, then the best fusion approach is tested and compared with several
approaches proposed in the literature.

An SVM classifier with Gaussian kernel was trained using a LIBSVM imple-
mentation [23] with ten fold cross-validation procedure.

2.1 Local Binary Patterns (LBP)

LBP is a gray-scale texture operator which characterizes the spatial structure
of the local image texture. Given a central pixel in the image, a binary pattern
number is computed by comparing its value with those of its neighbors. The
original operator used a 3x3 windows size. LBP features were computed from
relative pixels intensities in a neighborhood.

LBPP,R(x, y) =
⋃

(x′,y′)∈N(x,y)

h(I(x, y), I(x′, y′)) (1)

where N(x, y) is vicinity around (x, y),∪ is the concatenation operator, P is
number of neighbors and R is the radius of the neighborhood.

LBP was first introduced in [14] showing high discriminative power in dis-
tinguishing texture features, and is widely used for face analysis. As the neigh-
borhood consists of 8 pixels, a total of 28 = 256 different labels can be obtained
depending on the relative gray values of the center and the pixels in the neigh-
borhood (See, Figure 4.)

Later, in [17] the uniform local binary pattern (ULBP) was introduced, ex-
tending the original LBP operator to circular neighborhood with a different
radius size and a small subset of LBP patterns selected. A uniformity measure
of a pattern is used: U (“pattern”) is the number of bitwise transitions from 0 to
1 or vice versa when the bit pattern is considered circular. A local binary pattern
is called uniform if its uniformity measure is at most 2. For example, the patterns
00000000 (0 transitions), 01110000 (2 transitions) and 11001111 (2 transitions)
are uniform whereas the patterns 11001001 (4 transitions) and 01010011 (5 tran-
sitions) are not. In uniform LBP mapping there is a separate output label for
each uniform pattern and all the non-uniform patterns are assigned to a single
label. Thus, the number of different output labels for mapping for patterns of
P bits is P (P − 1) + 3. For instance, the uniform mapping produces 59 output
labels for neighborhoods of 8 sampling points, and 243 labels for neighborhoods
of 16 sampling points.

The reasons for omitting the non-uniform patterns are twofold. First, most
of the local binary patterns in natural images are uniform. It was noticed ex-
perimentally in [14] that uniform patterns account for a bit less than 90% of all
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Left-eye Unwrapped image

ID:Segmented 05406d206 Normalized 05406d206

(a)

ID:Segmented 5601d153 Normalized 5601d153

(b)

ID:Segmented 05968d13 Normalized 05968d13

(c)

Fig. 3. Original images of the left eye from a female subject with eyelids and eye-
lashes detection using IrisBEE implementation. The Images (a), (b) and (c) represent
segmented and normalized image.
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patterns when using the (8, 1) neighborhood. In experiments with facial images,
it was found that 90.6% of the patterns in the (8, 1) neighborhood and 85.2%
of the patterns in the (8, 2) neighborhood are uniform. The second reason for
considering uniform patterns is the statistical robustness. Using uniform pat-
terns instead of all the possible patterns has produced better recognition results
in many applications [4, 19]. On one hand, there are indications that uniform
patterns themselves are more stable, i.e. less prone to noise and on the other
hand, considering only uniform patterns makes the number of possible LBP la-
bels significantly lower and reliable estimation of their distribution requires fewer
samples.

Rotation invariant patterns have been explored in [16], where patterns that
represent 80% of all the patterns in training data are used. The uniform pat-
terns allows to see the LBP method as a unifying approach to the traditionally
divergent statistical and structural models of texture analysis.

In [17], was proposed CLBP using both the sign and magnitude information
in the difference d between the central pixel, qc, and some pixel in its neighbor-
hood qp.

In conventional LBP operator only the sign component of d is utilized. If
dp = qp − qc its sign h is as we see above in Eq. (1), h(dp) = 1 if dp ≥ 0,
otherwise 0. CLBP utilizes the magnitude mp of dp, where mp = ‖dp‖, for
additional discriminant power. CLBP also considers the intensity of the central
pixel, qc. Thus, three operators are defined in CLBP:

CLBP S, which considers the sign component of the difference, CLBP M,
which considers the magnitude component of the difference, and CLBP C, which
considers the intensity of the central pixel.

CLBP S is the conventional LBP sign operator h(x).

CLBP M is defined as follows:

CLBPMP,R
=

P−1∑
p=0

t(mp, c)2
P (2)

Where t(x) = 1 if x ≥ 0, otherwise 0, and c is the mean value of absolute
value of the differences between a pixel and one neighbor.

CLB C is defined as follow:

CLBPCP,R
= t(qp − τ1) (3)

where t(x) is defined as in Eq.(2) and τ1is the average gray level of entire
image. These three codes are then combined to form CLBP feature map of the
original image.

In [15] was proposed Local Binary Pattern Histogram Fourier features (LBP-
HF), a novel rotation invariant image descriptor computed from discrete Fourier
transforms of local binary pattern (LBP) histograms. Unlike most other his-
togram based invariant texture descriptors which normalize rotation locally, the
proposed invariants are constructed globally for the whole region to be described.
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In addition to being rotation invariant, the LBP-HF features retain the highly
discriminative nature of LBP histograms.

2.2 Dataset

The images used in this paper were taken with an LG 4000 sensor. The LG
4000 uses near-infrared illumination and acquires a 480x640, 8-bit/pixel im-
age. Example LG 4000 iris images appear in Figures 5. We used the UND
iris database to train and test a gender classifier. The image dataset for this
work consists of one left eye image and one right eye image for each of 750
males and 750 females, for a total of 3,000 images. This dataset is available to
other researcher. Additional details and the release agreement are available at:
htpp://www3.nd.edu/˜cvrl/CVRL/Data Sets.html.

For each subject, one left eye image was selected at random from their set of
left eye images, and one right eye image was selected at random from their right
eye images.

A training portion of the dataset was created by randomly selecting 80% of
the males and 80% of the females, and the images for the remaining 20% of
males and 20% of females was set aside as the test portion.

In this paper, experiments are conducted separately for the left eye and the
right eye. This reflects the fact that historically many iris recognition applications
use an image from only one eye rather than from both eyes. Because the left eye
image and the right eye image for a given subject were generally not acquired in
the same session, there may be differences in illumination, eyelid occlusion, or
pose between the left and right eye images of a person. (For example, see Figure
5.)

2.3 Experiments

In this paper, we present different experiments for gender classification from
the iris image. A significant limitation of the original LBP operator is its small
spatial support area. Features calculated in a local 3x3 neighborhood cannot
capture large-scale structures that may be the dominant features of some tex-
tures. A straightforward way of enlarging the spatial support area is to combine
the information provided by N LBP operators with varying windows size. This
way, each pixel in an image gets N different LBP codes. The most accurate
information would be obtained by using the joint distribution of these codes.

The first approach that we explore is based on histogram of LBP features
(LBPH) using uniform features ULBP (8, 1), where we use 48 windows with
size of 10x10 pixels. This represents two vertical regions each with 24 horizontal
regions without overlap between regions and concatenated histograms. This ap-
proach results in the feature vector for an image having 2,582 values (2 vertical
regions x 24 horizontal regions x 59 bins=2,582).

In the second approach, we use the same size of windows but using over-
lapping of 50%. This way more sub-windows over iris images could be obtained
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Normalized Image

Example LBP(8,1)

Example LBP(8,2)

Example LBP(16,2)

Fig. 4. Normalized iris image from segmentation stage and different LBP examples

Fig. 5. Sample images showing right and left eye images. The image belong to the
same person and shows the different illumination level for each eye.
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from each image (4 vertical regions x 48 horizontal region x 59 bins=11,328).
Each pixel is labeled with the code of the texture primitive that best matches
the local neighborhood. Thus each LBP code can be regarded as a micro-texton.
Local primitives detected by the LBP include spots, flat areas, edges, edge ends,
curves.

3 Results

Table I shows the gender classification rate (and standard deviation) obtained
using different LBP implementations with the set of the left iris images. The
first columns identifies the LBP implementation. The second columns lists the
classification rate, which is also broken down by gender in columns 3 and 4.

The top row of Table I shows the gender classification accuracy obtained
using the intensity values of the whole polar image (20x240), without any texture
features extracted. The accuracy is 78.52% +/- 1.70.

The second row of Table I shows the classification accuracy using the tra-
ditional uniform LBP over the entire image, without overlapping and windows.
The accuracy actually decreases substantially compared to using no feature ex-
traction. Accuracy using LBP from this feature extraction method reaches about
71.33% +/- 0.80.

The third row of Table I shows the classification accuracy achieved using the
Complete LBP using only the magnitude, over the entire image. The accuracy
in this case decreases over that ULBP, reaching only 65.33% +/- 0.90.

The fourth row of Table I shows the classification accuracy achieved using
the Complete LBP using only the sign, over the entire image. The accuracy in
this case decreases over that ULBP and CLBP-Mag, reaching only 60.33% +/-
0.80.

The fifth and sixth rows of Table I show the classification accuracy achieved
using the Complete uniform LBP using the magnitude and sign respectively,
over the entire image. The accuracy in this case increases over that previous
implementation, reaching 81.33% +/- 0.50 and 77.33% +/- 0.50 respectively.

The seventh row of Table I shows the classification accuracy achieved using
the LBP-fourier (8,1), over the entire image. The accuracy in this case reach
only 68.33% +/- 0.70.

The eighth row of Table I shows the classification accuracy achieved using
the LBP-fourier (16,2), over the entire image. The accuracy in this case reach
only 62.33% +/- 0.67.

The best results were obtained for the Uniform LBP (8,1) using windows of
size 10x10 pixels without overlapping and Uniform LBP (8,1) with overlapping
of the 50% reaching 90.33% +/- 0.35 and 91.33% +/- 0.40 respectively. These
result are better than previously published.

It is important to notice that the highest gender classification rates were
reached using the overlapping histograms. It may be that small windows con-
tain more specific information for gender classification, or it may be that the
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Table 1. Gender Classification rate using different LBP implementation. In the first
columns see the implementation methods and the second columns the classification
rate for the left iris. Columns 3rd and 4 rd show the results by gender.

Implementation Left eye (%) Male (%) Female (%)

Raw Image 78.52 +/- 1.70 77.50 79.53

LBP(8,1) 71.33 +/- 0.80 70.00 73.16

ULBP(8,1) 77.33 +/- 0.70 74.33 80.30

C-LBP-Mag(8,1) 65.33 +/- 0.90 68.25 62.35

C-LBP-Sign (8,1) 60.33 +/- 0.80 58.30 62.33

C-ULBP-Mag(8,1) 81.33 +/- 0.50 84.00 80.00

C-ULBP-Sign (8,1) 77.33 +/- 0.50 76.13 78.66

LBP-Fourier(8,1) 68.33 +/- 0.67 69.50 67.10

LBP-Fourier(16,2) 62.33 +/- 0.35 59.00 65,66

ULBPh(8,1) 90.33 +/- 0.35 92.67 88.00

ULBPh ov(8,1) 91.33 +/- 0.40 96.67 86.00

information extracted from those windows is more exact due to segmentation
accuracies and fusion of histograms.

For the best results in Table I, using the ULBPh ov(8,1) selection, the correct
classification rate is substantially better for males than for females. For the left
eye, the correct classification rate is 96.67% for males, versus 86% for females.
This represents 145 correct male images out of 150, and 129 correct female images
out of 150. For the second best method ULBPh(8,1), the correct classification
rate for males is 92.67% versus 88% for females. This represents 139 correct male
images out of 150, and 132 correct female images out of 150.

4 Conclusions

This paper is the first to explore uniform LBP using fusion of histograms for
predicting gender from the iris image using the polar representation.

The combination of the structural and statistical approaches stems from the
fact that the distribution of micro-textons can be seen as statistical placement
rules. The LBP distribution therefore has both of the properties of a structural
analysis method: texture primitives and placement rules. On the other hand, the
distribution is just a statistic of a non-linearly filtered image, clearly making the
method a statistical one. For these reasons, the LBP distribution can be success-
fully used in gender classification using a wide variety of different textures, to
which statistical and structural methods have normally been applied separately.

We found very large variations in accuracy based on using different imple-
mentations of LBP. The previous results motivate exploring more LBP imple-
mentation with different windows size and radii. Of the alternatives considered
here, we found that using overlapping windows for histogram LBP(8,1) gave the
best accuracy, obtaining 91.33%. This level of accuracy exceeds that of any other
publication that we are aware of.
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Several steps can be pursued to obtain even better accuracy in gender pre-
diction from iris. We used the IrisBEE implementation in this work, and it is
known to have as accurate of iris region segmentation as some other available
implementations. Improving the accuracy of the iris region segmentation should
naturally improve the accuracy of gender prediction. In this preliminary paper,
we have presented results for only the left iris, we are still working on the results
of the right iris and the fusion of the information from both irises. Older iris
scanners (e.g., the LG 2200) and applications typically used just one iris, either
the left or right. But more modern sensors (e.g., the LG 4000) acquire both
iris images, and so it makes sense to consider gender prediction based on the
combination of left and right polar images.
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