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Abstract. Root Phenotyping is an important tool in predicting the life and growth of plants.
Many systems have been developed to automate the process of extracting root traits using
3D imaging system, however, not many of those systems corrected for the distortions that
frequently appear during this process. In this paper we present a new method to compensate
for light refractions that occur in the gel-based platforms for growing plants. As our results
demonstrate, our method provides an accurate 3D point cloud containing the coordinates
of the surface of the root system with error smaller than 0.02mm in average and standard
deviation of less than 0.3mm.
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1 Introduction

Root System Architecture (RSA) is the spatial representation of a plant root system [24]. It plays
a vital role in determining the life and growth of plants and hence, it is becoming one of the
main focus of Computer Vision (CV) researchers in the field of biology and plant sciences. Indeed,
many researchers have long correlated root traits present in the various RSAs to physiological
functions of the plant, such as resistance to drought [9, 30], carbon allocation [4], phosphorous
and nitrogen affinity [5, 22, 42], nutrient-acquisition capacity, etc. However, due to the practical
difficulties in measuring and classifying RSAs, root phenotyping had, at least until recently, received
little attention from the CV community. Among these difficulties is the ability to measure root traits
without destroying the plants. In that sense, some researchers opted to grow plants in translucent
gel-based media [8]. This approach allowed for the inspection of the plant while still inside a cylinder
using, for example, simple two-dimensional (2D) imaging. In fact, 2D imaging was not only the first,
but it is still likely the most popular tool for studying RSAs [23, 29, 7]. Unfortunately, while rich in
details and extensively exploited, 2D features are quite limited by the possibility of self occlusion in
the RSA, the high density of some roots, perspective distortions, etc. For that reason, researchers
started to shift their attention to three dimensional (3D) modeling of RSAs [18, 8, 36]. In that case,
however, distortion becomes a major problem, since the refractive nature of light passing through
gel-glass media makes it virtually impossible to register raw images obtained from different viewing
angles – a required step in any method for 3D modeling.

In this paper, our main goal is exactly to handle distortions caused by the refraction of light
during the creation of 3D models of roots. This same distortion problem has been addressed in [39].
However, in that work, the authors assumed the simple case of a spot laser range finder that could
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move up and down perpendicular to the cylinder vertical axis. Later, in [38], the authors extended
that idea to accommodate for a vertical laser stripe. At that time, however, the surface of the media
was considered flat and the thickness of the glass was not taken into consideration. In contrast, the
main contribution of this research is to provide the first holistic distortion model for 3D imaging
of RSA using structure light scanners and a gel-based platform for growing soybean. In summary,
here, it will be explained how to achieve a clear, undistorted 3D model as the one shown in Figures
1a-d, as opposed to the 3D models created from distorted data in Figures 1e-h.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1: 3D Models of four different families of soybean: in (a) - (d) the undistorted models after the
proposed corrections; and in (e) - (h) the raw, distorted models.

2 Background and Related Works

In the field of computer vision, imaging systems can be classified into two groups: 1) passive;
and 2) active sensing. In passive sensing methods, the images are collected from different viewing
angles using only the natural ambient lights [27, 12, 25, 21]. Later, those multiple images must
be corresponded and stitched together to create a single 3D cloud of points. In active sensing,
approaches can be divided into three groups depending on the type of sensor used: time-of-flight
(ToF) sensors, structured-light scanners (SLS), and resonance sensors [6, 20].

In the first group, ToF, we will find sensors that measure the actual time it takes for the signal
to bounce off the object (e.g. sound echoes), or those that instead resort to measuring phase changes
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in the returned signal to infer the actual distance (e.g most of the sensors with light-spectrum or
higher wavelengths). In either cases, ToF sensors are usually quite expensive, and therefore, they
lost popularity in the computer vision circles to recent SLS. In this case, a SLS uses an external light
or energy source to project fixed or moving patterns or “lighting structures” onto the scene. These
patterns deform around the objects indicating their depths, or ranges from the sensor. Examples
of SLS’s include those using: 1) alternating illuminated-dark stripes; 2) dot patterns (usually in
the near IR spectrum); and 3) a moving, thin laser stripe. Early works with SLS’s date back to
almost forty years ago [1, 16, 2, 41] but they are still popular in newer hardware versions such as
the Microsoft Kinect. Finally, the resonance sensors employ strong energy sources – e.g. from X-ray
emitters – that penetrate the object causing resonance on the chemical components or particles
of the object lying on a plane created by another energy source – e.g. from a magnetic field. The
magnetic field is controlled so that the plane is successively moved up or down, slicing the object
into almost contiguous images.

As with the passive sensing, and despite the quite different principles employed by the active
sensing systems, they also require the multiple range images or slices to be registered with one
another while creating a single and complete 3D model.

In terms of root phenotyping, imaging systems can be broadly divided into two groups: destruc-
tive and non-destructive. In destructive approaches, the roots are quickly excavated, so they can
be immediately imaged and analyzed [34]. By doing so, the roots are often damaged and the soils
irreparably disturbed, making it impossible to image that same root under the same conditions
in the future. On the other hand, in non-destructive methods, the roots are grown in translucent
media, which allows for proper imaging systems to continuously create 2D or 3D models for future
analysis. In such cases, the plant remains virtually undisturbed and temporal analyses of the root
growth and responses to stress are possible.

Typical 3D modeling systems include: 1) structured-light scanners (e.g. laser) and multi-stereopsis
based setups [26, 28, 10, 33, 8]; 2) Magnetic Resonance Imaging (MRI) or Nuclear Magnetic Res-
onance (NMR) [37, 31, 18, 36]; and 4) X-ray Computerized Axial Tomography (CAT) or simply
Computerized Tomography (CT) [13, 14, 35].

Most of these systems, e.g. MRI, NMR and CT, are quite expensive and complex in nature.
In the original CT technology, for example, the use of cone-shape beams caused the image of the
object to become magnified. In order to compensate for this magnification, CT equipment started
to use synchrotron emitters, which instead keep the beams almost parallel. In turn, these orthogonal
projections cause artifacts in the image which must be eliminated together with other artifacts that
also appear due to incomplete sampling of the so-called Radon space [19].

Another problem from which, in this case, all 3D imaging systems for gel-based platforms suffer
is image distortion. This distortion is due to the refractive nature of light, or EM waves in general,
that bends as it traverses different media. In order to cope with this problem, many researchers have
opted to: 1) use optical correction tanks [33, 8]; 2) increase the size of the cylinder with respect to the
volume of the RSA to minimize the effects of distortion [17, 32]; or 3) simply ignore the distortions
[10, 40, 11].

In the case of correction tanks, even though they may indeed eliminate distortion errors, the
final setup is quite cumbersome due to the extra tank that needs to be added to the system; the
care with its positioning with respect to the root/gel cylinder; and the positioning of the principle
axis of the camera perpendicular to the tank surface.

Similarly, the reliance on a small root systems in comparison to the volume of the gel cylinder
as a method to minimize distortions is not always possible or easy to achieve. In the case of rice
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and other cereal grains with small RSAs, this may not represent a problem. However, for soybean,
corn and many other plants with larger root systems, making sure that the root is confined to the
interior of the cylinder may represent a large waste of gel and the associated increase in the cost
for root phenotyping per plant.

In contrast, here we propose a new method for correcting distortion in 3D modeling of root
systems inside a gel-based platform. Our system is quite less expensive and comparatively much
simpler than other active sensing systems. Also, and possibly more importantly, there are little
constraints on the positioning of any of its components – camera, laser emitter, gel cylinder, etc.
In fact, both the system’s intrinsic and extrinsic parameters are automatically calibrated. That
includes, of course, the distortion parameters used later on while imaging a root system. These
distortion parameters originate from the many refractions of light from the emitter, through the
glass-gel, and back onto the camera sensor. As our results demonstrate, at the end of the process,
our systems provides a 3D point cloud of the surface of the root with error smaller than 0.02mm
in average and a standard deviation of less than 0.3mm.

(a) (b)

Fig. 2: Laser Stripe Structured-Light Scanner: a) Depiction of the principle behind a SLS using a
laser stripe: the laser stripe conforms to the contour of the object in the scene, which provides to
the camera a measurement of the object’s depth and shape; b) Actual system used in this research.
Indications of the position of the camera, the position of the laser, the coordinate frames, etc. are
superimposed onto the picture.

3 Proposed Method

In this work, a structured-light system (SLS) using a laser stripe similar to the one in [28] was
employed to image RSAs of plants in a gel-based platform. As pointed out earlier, the proposed
system is quite inexpensive while it provides a dense, precise and accurate 3D point cloud. However,
as with any other active sensor for the same application, the use of SLS results in distorted models
due to the refraction of the light through the various changes of media – air-to-glass, glass-to-gel,
and back. These distortions are compensated by the system presented here.
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Fig. 3: Details on the SLS and its choices of coordinate frames. The figure shows the World, the
Pattern, and the Camera coordinate frames with the actual orientations used in this paper: e.g.,
the XY plane of the pattern was arbitrarily set parallel to the world YZ plane.

3.1 Hardware Setup

The hardware used in our setup consists of three parts: 1) a laser light source (Lasiris Structured
Laser Light, 635nm, 5mW); 2) a firewire camera (Firefly MV FFMV-03M2C); and 3) a linear slide
platform with a turn table, both controlled by a TS-7250 embedded device. A sketch and an actual
picture of the system is presented in Figure 2.

In this setup, the plane created by the laser source is made approximately perpendicular to the
direction of movement of the turn-table platform on the linear slide. As shown in Figure 2b, the liner
slide moves along the X-axis and the rotary stage rotates about the Z-axis. The camera is connected
to a computer through a firewire port and it is calibrated for the extrinsic and intrinsic parameters
by placing a chess board at the origin of the pattern coordinate frame – refer to Figure 3. The
calibration of the intrinsic and extrinsic parameter of the camera as well as of its lens distortions
are performed using the algorithm described in [28]. Because of this calibration, in the next sections,
it will be assumed that the camera lenses produce undistorted 2D images of the scene. The world
reference frame, indicated in Figure 3, is the coordinate frame with respect to which the position
of the laser, the center of the camera and the position of the axis of the gel cylinder are calibrated.

3.2 Creating 3D Models

In this section, we explain in detail the data acquisition process employed by the SLS; the proposed
technique for compensating for distortion due to light refraction; and the process to create the final
3D model.

Data Acquisition: First, roots are grown inside the gel cylinder as shown in Figure 4. Then, the
gel platform is placed on the linear slide which is moved back and forth for scanning the plant. One
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(a)

Fig. 4: Image of a root growing inside a gel-based platform

complete scan consists of moving the linear slide forward in front of the laser and then backwards to
its initial position, followed by a rotation of the turn table by a predefined angle around its vertical
axis. This process is repeated until the root is observed from all 360 degrees.

The linear slide has four different phases: 1) Ramp-up, which is when the slide accelerates to
reach the desired velocity; 2) Constant-speed, when the slide moves with a constant velocity; 3)
Ramp-down, when the slide decelerates to a full stop; and 4) Quick return to origin and rotate the
turn-table. As pointed out earlier, the world frame – shown in Figure 3 – is chosen in such a way
that the position of the linear slide at the beginning of its constant-speed phase coincides with the
origin of the world coordinate frame. Also, at that moment, images of the root are grabbed and
stored in sequence, until the linear slide reaches the end of the constant-speed phase. The camera
is synchronized with the embedded device that controls the liner slide.

Every image in a scan registers the shape of the laser stripe at a specific position of the linear
slide, as illustrated in Figure 2a – i.e. the index j of an image file saved by the system corresponds
directly to a position of the linear slide in the X direction of the World coordinate frame. Also,
the row value vj of a pixel on the laser stripe in the image plane j relates to the height of the
corresponding point on the object/root – as measured by the Z coordinate in the World frame.
Similarly, the column value uj of that same pixel relates to the depth of the object in space –
this time along the Y coordinate in the World frame. In summary, the relation between the image
coordinate (uj , vj) of a pixel on the laser stripe in the jth image and the corresponding space
coordinate (xj , yj , zj) of the object being illuminated by the laser stripe is given by the following
equations:


x̄j

ȳj

z̄j

ρj

 = T ∗

 vjuj
1


xjyj
zj

 =

 x̄j/ρjȳj/ρj

z̄j/ρj

+

x0 + (j − 1)∆x
0
0


(1)
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where T is a 4x3 transformation matrix calculated as described in [28], ρj is a scale factor, ∆x
is the step taken by the linear slide between each consecutive image acquisitions, and x0 = 0.

If the camera and the root were immersed in the same medium (e.g. air), then these would be
the final space coordinates of the illuminated pixel on the root. However, since the root is placed
in a different medium, the (uj , vj) values observed by the camera are actually distorted due to the
refractive indexes of the different media – leading to the calculation of the wrong spacial coordinates
from eq(1). The process to undistort these coordinates is explained in the next section.

Undistorting the Cloud of Points: As the laser stripe travels from the laser source, through
the gel, off the root and onto the camera sensor, it refracts several times, each refraction depends
on the angle of incidence with the specific medium change and their refractive indexes. In order
to compensate for the consequent distortions, we must account for each one of the refractions in
sequence. Also, to better explain this process, we will separate them into three parts: First, we
will account for the refractions as the light coming from the illuminated root travels towards the
camera; Then, the refractions as the laser penetrates the glass and gel until it hits the root; and
Finally, we will combine these two paths of the light in order to determine the actual position of
the desired point on the root.

However, before we can explain the three steps above, we must first calculate the position of the
glass cylinder and the camera optical center. These will be required later on in order to calculate
the cylinder surface normals and the refracted and incident rays.

(a) Refraction of the laser coming of the
scene. As the point G & H are not on the
same plane, we will have center Qk, where
k=1,2.

(b) Refraction of the laser going into the
scene. The point D and E are on the same
plane, hence the center Q will be the same
for these points.

Fig. 5: Refraction on the Cylinder due to Laser and Camera
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Calculating the Positions of Cylinder and Camera Center: In order to calculate the posi-
tion of the vertical axis of the cylinder, we must emphasize that the image acquisition is synchronized
with the motion of the linear slide. Hence, we can express the X coordinate of the center of the
cylinder as a function of the index of the image j, the velocity of the slide in mm/sec V slide, and
the speed of the camera in frames/sec Scanera. In summary, the X-coordinate of the center of the
cylinder is given by:

Xj = ∆x ∗ (j − 1) =
Vslide
Scamera

∗ (j − 1)

Additionally, since the cylinder moves only in the X direction, Y j = 0 and Zj = zj , where zj is
obtained from eq(1) for any given pixel

(
uj , vj

)
. So, the center of the cylinder is given by:

Q =
[
Xj , 0, zj

]
(2)

Also, the center of the camera C can be evaluated directly from the extrinsic parameters CHP

and the transformation matrix between the pattern and the world coordinate frames PHW , both
obtained during camera calibration. That is, given:

WHC =
(
CHP ∗ PHW

)−1

the center of the camera frame is:

[Xc, Yc, Zc, 1]
T

= WHC ∗ [0, 0, 0, 1]
T

(3)

Reversed Ray-tracing from Camera: We are now ready to consider the actual refractions of
the light through the glass/gel cylinder. As shown in Figure 5a, the light coming from the root
inside the gel suffers two consecutive refractions before reaching the camera. These refractions are
due to the thickness of the glass cylinder. So, in order to compensate for this component of the
distortion, we follow a reversed ray tracing method similar to the one proposed in [39].

As also shown in the Figure 5a, we let
−−→
GC be the direction of the ray converging to the image

pixel
(
uj , vj

)
and passing through the camera center C. This direction can be easily calculated from(

uj , vj
)

and C alone using eq(3) – i.e. without actual knowledge of G – the point at the intersection

of
−−→
GC and the external surface of the glass cylinder. Once this direction

−−→
GC is found, and using

the equation of a cylinder with X-Y coordinates of its center Q1 given by eq(2) and diameter dext,
finding the coordinate of G becomes a trivial algebraic exercise. The missing Z coordinate of Q1 is
then the same as the Z coordinate of G.

This G point on the surface of the cylinder is the point where the last refraction takes place:
i.e. as the light finally leaves a denser medium (glass) into a rarer medium (air). Following Snell’s
Law of Refraction and its equation, we can calculate the incident ray at that point G. But first, we
have to calculate the normal to the cylinder at G, which is defined as:

−−→
Q1G =

G−Q1

‖G−Q1‖

From the normal
−−→
Q1G and the refracted ray

−−→
GC, and given that these are both unity vectors,

the angle of refraction is calculated using their cross product:
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sin(θair) =
∥∥∥−−→Q1G×

−−→
GC
∥∥∥ (4)

We denote this angle θair because the refracted ray along
−−→
GC travels indeed through the air.

Similarly, the incidence angle will be denoted θglass, and that angle can be found using Snell’s
equation: µglass ∗ sin(θglass) = µair ∗ sin(θair), where µglass and µair are the refractive indexes of
the glass (incident) and air (refractive) media, respectively. And hence:

sin(θglass) =
µair ∗ sin(θair)

µglass

From the system setup in Figure 2, one can infer that the direction
−−→
GC is not necessarily

horizontal (i.e. parallel to the world XY plane). So in order to calculate the actual incident ray, we
will use the plane containing the incident ray, the refracted ray and the normal of the surface of
the glass cylinder at the point G. This plane is known to exist also due to Snell’s Law of Refraction
and it is given by its surface normal, which can be determined by:

−−−−→
SN1C =

−−→
Q1G×

−−→
GC (5)

Finally, the actual incident ray can be expressed using the vector
−−→
Q1G rotated about the vector−−−−→

SN1C by an angle of θglass – which can be easily accomplished, for example, through an operation

with unity quaternions [15]. This incident ray,
−−→
HG, is the direction of the ray emerging from the

internal surface of the cylinder towards the camera, through the glass. This ray intersects the

internal surface of the cylinder at point H, which again can be calculated using the direction
−−→
HG

and the equation of a cylinder with center Q2 and diameter dint. Once again, we must remember
that the rays converging into the camera are not necessarily horizontal, thus the center Q2 differs
from Q1, and it needs to be found. Luckily, Q2 has the same Z coordinate as H and hence, it can

be expressed as Q2 =
[
Xj , 0, Hz

]T
.

Next, we need to find the actual ray emerging from the root at point U inside the gel (Figure
5a). Since the normal of the surface of the cylinder at H can be expressed by:

−−−→
Q2H =

H −Q2

‖H −Q2‖
From here one, the process above for the outside surface of the cylinder can be repeated for its inside

surface. In that way, we derive the refracted angle αglass using eq(4) for
−−→
HG and

−−−→
Q2H. Then, the

angle of incidence αgel at H can be determined as a function of the refracted angle αglass using
Snell’s equation and the refractive indexes µglass and µgel. Next, the plane containing the incident

ray
−−→
UH, the refracted ray

−−→
HG, and the normal

−−−→
Q2H of the surface of the glass cylinder at the point

G can be represented by its surface normal
−−−−→
SN2C using an equation similar to eq(5). Finally, the

emerging ray
−−→
UH can be evaluated by rotating the vector

−−→
HG by the angle αgel about the vector

−−−−→
SN2C .

Ray-tracing from Laser: Here, we start by assuming that the laser plane is vertical and so is the
axis of the glass cylinder. It is also assumed that the laser is far from the cylinder in comparison to
the typical heights of the roots to be scanned, and therefore the laser can be regarded as a diffused
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line source with parallel rays. These two assumptions lead to the conclusion that the intensities
of the refraction are the same for every point in the laser stripe – i.e. independent of the height
at which the laser hits the cylinder. In terms of the coordinate frames presented in Figure 3, this
means that distortions only occurs on the XY plane, and that the z-value of a point calculated with
eq(1) is the same as the height of the illuminating laser ray.

Since the position of the laser is fixed w.r.t the world-frame, the point source of any laser ray

can be expressed by Lj :
[
xl, yl, z

j
]T

, where xl is the X-coordinate of the laser during calibration, yl
is chosen arbitrarily large in the world Y-direction, and zj is obtained from eq(1) – refer to Figures

3 and 5b. It is important to mention also that
−−→
LjD, representing the unity direction of the laser ray

Lj , is always [0, 1, 0]
T

– once again, the laser plane is assumed vertical and the laser is positioned
far from the scene in the Y opposite direction.

Similarly to what we did for the reversed ray-tracing approach from the camera, here the cal-

culation of the refractions take the following (summarized) sequence: 1) use the direction
−−→
LjD to

estimate the coordinate of D; 2) use
−−→
LjD and

−−→
QLj to determine γair; 3) use γair and Snell’s law

to derive γglass; 4) use
−−→
LjD and

−−→
QLj to find the plane with surface normal

−−−−→
SN1L; 5) rotate

−−→
LjD

about
−−−−→
SN1L by γglass to represent

−−→
DE; 6) use the direction

−−→
DE to estimate the coordinate of E;

7) use
−−→
DE and

−−→
QE to determine φglass; 8) use φglass and Snell’s law to derive φgell; 9) use

−−→
DE

and
−−→
QE to find the plane with surface normal

−−−−→
SN2L; and 10) rotate

−−→
DE about

−−−−→
SN2L by φgell to

represent
−−→
EU .

Creating Undistorted Point Cloud: Given
−−→
UH and

−−→
EU above, the undistorted point will be

the point at intersection of these two vectors. Due to small errors in the calculation of
−−→
UH and

−−→
EU ,

these two lines rarely intersect. For this reasons the intersection point is calculated as the midpoint

on the line along the shortest distance between
−−→
UH and

−−→
EU .

This whole process above is repeated for each of the points in the range image, creating the
corresponding undistorted points in space.

Final 3D Model: After creating the point clouds for two consecutive scans, the clouds are regis-
tered into a single 3D point cloud using the Iterative Closest Points (ICP) algorithm [3]. The next
scans are successively registered and appended to that same 3D point cloud to form the final 3D
model of the root.

4 Experimental Results

For our experiments, we built a rectangular prism with square cross section. The prism, depicted
in Figure 6, was inserted in a glass cylinder with internal and external radius of 41mm and 44mm,
respectively. The dimension of the prism’s cross section is 38mmx 38mm. On the surface of the
prism, three parallel white stripes were painted so that the coordinates of those stripes could be
easily identified in the 3D models. The distance between the top and bottom stripes is 90mm.
The refractive index of air, glass and water are assumed to be 1, 1.5 and 1.33 respectively. The
proposed SLS scanned the prism from six different viewing angles, creating six point-clouds, with
each consecutive view having been rotated by 60 degrees with respect to the previous one.



Distortion Correction in 3D-Modeling of Roots for Plant Phenotyping 11

Because of the camera frame rate of 30 frames/sec and the desired resolution of the 3D model,
the speed of the linear slide was set to 10mm/sec. As a result, in each scan 360 images were grabbed
and then processed to create each of the six point clouds. At the end, all point clouds were registered
and a single 3D model was created. The results for the distorted and undistorted point clouds are
shown in Figure 7. It is important to mention here that the system takes 28 seconds to perform
phase 1-3, as explained in section 3.2 and 17 seconds for phase 4. Hence, an entire scan using 6 views
around the pattern took 270 seconds. For actual root phenotyping this time could be improved by
using phase 4 also to scan the object in its return and/or by increasing the camera frame rate.
However, a much more important consideration is that our setup was developed in our own lab
using off-the-shelf and inexpensive mechanical components. A much faster system could be built to
achieve much higher throughput.

(a) (b)

Fig. 6: A rectangular prism with square cross section was used for calibration and testing of the
proposed system. In a) is a view of the prism outside the cylinder; and in b) the same prism in a
glass cylinder half filled with water illustrates the distortions observed by the 3D imaging system.

In order to check the accuracy of the proposed method, two sets of planes were estimated by
fitting the points in the 3D clouds. Then, the relationship between those planes were compared
against the actual measurements of the rectangular prism and the integrity of the reconstructed
rectangular prism was inspected.

The first set of planes utilized the 3D points on each of the four vertical faces of the rectangular
prism. The goal of this test was to check the integrity of the square cross section of the prism by
computing the angle between these faces. Each face was numbered in sequence and Table 1 presents
the dot product between the normals of each possible pair of planes. In Table 1a, we find the dot
products related to the pairs of adjacent faces, while in Table 1b the dot product of the opposing
faces. As expected, the adjacent faces are basically perpendicular to each other, while the opposing
faces are parallel.
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(a) (b)

Fig. 7: 3D point cloud after registration of all six scans. The distorted points from scans 1 and 4
are plotted in dark blue; distorted points from scans 2 and 5 in green; and distorted scans 3 and 6
in cyan. The undistorted points from all six scans are plotted in red. In a) all point clouds for all
three white stripes on the rectangular prims as depicted, while in b) only a single stripe is shown
at closer look.

Next, to check the scale of the 3D cloud, the distances between points on opposing planes
were measured. The mean and standard deviation of those distances for each pair of planes is
shown in Table 2. Again, as the results indicate, the width of the prism was also preserved during
reconstruction process.

Used Planes Measured Value

1 & 2 0.0204

2 & 3 0.0128

3 & 4 -0.0024

4 & 1 0.0052

(a)

Used Planes Measured Value

1 & 3 0.9998

2 & 4 1.0000

(b)

Table 1: Relation between the four vertical faces of the reconstructed rectangular prism: a) dot
product between the normal vectors of adjacent faces; and b) dot product of opposing faces.

Similarly, to check the noise level of the coordinates of the points on each plane, the distance
between these points and their own planes was also calculated. Table 3a summarizes these results.
Once again, the small mean and standard deviation obtained prove that the rectangular prism was
reconstructed with a small error. Table 3b also presents a comparison between our method and the
method in [39]. The mean and standard deviation of the error from both methods is summarized
as a function of the distance from the laser.
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Used Planes Mean (mm) Std (mm)

1 & 3 38.0217 0.2085

2 & 4 38.0017 0.3622

3 & 1 38.0227 0.2056

4 & 2 38.0022 0.4240

Table 2: Mean and standard deviation of the distances between the points on the first indicated
plane and the second indicated plane (e.g. first row shows the distance of the points on plane 1
with respect to entire plane 3).

Used Planes Mean (mm) Std (mm)

1 0.1505 0.1095

2 0.1853 0.1452

3 0.1455 0.1265

4 0.1273 0.1053

(a)

Laser Distance Method in [39] Our Method

(mm)

239.24 0.31/0.14 -

500.37 0.73/0.55 -

300 - 0.1563/0.1243

(b)

Table 3: a)Mean and standard deviation of the distances from points on the indicated plane to that
same plane. b) Comparison (mean/std) of the error from our method versus the method in [39] as
a function of the distance from the laser.

Finally, a second set of planes was estimated, this time by fitting the points on the white stripes.
In this case, the planes are horizontal and they slice the rectangular prism at three different heights.

Given both this second set of planes and the first set of planes (vertical faces), a set of dot
products was again calculated. This time, the goal was to show the perpendicularity of the planes
through the white stripes and the vertical faces of the prism. Table 4 presents the dot products
between the top most plane and the bottom most plane with each of the face planes. Once again,
a value close to zero indicates the almost perpendicularity between these planes.

Face Plane Top Plane Bottom Plane

1 0.0102 0.0112

2 -0.0038 -0.0069

3 0.0112 0.0122

4 0.0047 0.0015

Table 4: Dot Product between the planes on the top and bottom stripes and the vertical faces of
the rectangular prism.

The distances between the points on the top most plane with respect to the bottom most plane
were calculated and the result is summarized in the first row of Table 5. The reverse, i.e. the points
on the bottom most plane with respect to the top plane is shown on the second row of that same
table. As before, the goal here is to show the level of noise of the reconstructed 3D points and that
such noise was not affected by the height of the laser rays (which were assumed parallel in Section
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3.2:Ray-tracing from Laser). The results are once again very close to the ground truth – in this
case, 90mm.

Used Planes Mean (mm) Standard Deviation

Top plane and bottom plane 89.9600 0.1457

Bottom plane and top plane 89.9600 0.0834

Table 5: Distance from opposing horizontal planes.

The next and final test involved real roots immersed in the gel inside the cylinder. This more
qualitative test was performed for various roots and four examples were already presented at the
beginning of this paper, in Figure 1, but due to page limitations the remaining tests will not be
presented here. For this test, the refractive index of the gel was assumed to be 1.42. As Figure 1
shows, the quality of the 3D model from the undistorted method is quite superior when compared
to the 3D model from the distorted points.

5 Conclusion and Future work

In this work, a new and complete method for undistorting 3D point clouds from a SLS was presented.
The source of distortion is in the refraction of the light as it travels through the different media of
the commonly used setup of glass/gel cylinder. These distortions have been neglected in many of
the recent works in the literature. While in some cases the size of the root system in comparison
to the glass/gel cylinder indeed minimizes the error, not all species of plants can benefit from this
simplification. Besides, as the results presented here demonstrate, the quality of the 3D model can
be very poor if the proposed method is not employed.

In the future, the thickness of the cylinder will be estimated as part of an optimization method to
further improved the distortion model. Also, the various refractive indexes should also be estimated
in order to further optimize the 3D reconstruction of the RSA. However, despite the already good
results achieved here, the greatest improvement to be made is with respect to the assumption of
parallel laser rays. In practice, it is not convenient to mount the laser far enough from the scene, not
to mention the implications in the quality of the image due to its limited power. This fact certainly
contributed for the errors obtained in the current work.

Other minor but certain improvements can be obtained by employing a higher resolution camera,
a thinner laser stripe and cameras with faster frame rates.
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