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Abstract

This paper is concerned with a novel problem: learn-
ing temporal models using only relative information. Such
a problem arises naturally in many applications involving
motion or video data. Our focus in this paper is on video-
based surgical training, in which a key task is to rate the
performance of a trainee based on a video capturing his
motion. Compared with the conventional method of relying
on ratings from senior surgeons, an automatic approach to
this problem is desirable for its potential lower cost, bet-
ter objectiveness, and real-time availability. To this end,
we propose a novel formulation termed Relative Hidden
Markov Model and develop an algorithm for obtaining a
solution under this model. The proposed method utilizes
only a relative ranking (based on an attribute of interest)
between pairs of the inputs, which is easier to obtain and
often more consistent, especially for the chosen application
domain. The proposed algorithm effectively learns a model
from the training data so that the attribute under consid-
eration is linked to the likelihood of the inputs under the
learned model. Hence the model can be used to compare
new sequences. Synthetic data is first used to systematically
evaluate the model and the algorithm, and then we experi-
ment with real data from a surgical training system. The ex-
perimental results suggest that the proposed approach pro-
vides a promising solution to the real-world problem of mo-
tion skill evaluation from video.

1. Introduction

Understanding human motion is an important task in
many fields including sports, rehabilitation, surgery, com-
puter animation and dance. One key problem in such appli-
cations is the analysis of skills associated with body motion.
In domains such as dance, sports and surgery, the motion of
experts differs considerably from that of novices. Sensory
data that capture such motion may be analyzed to provide
a computational understanding of such differences, which
may in turn be used to facilitate tasks such as skill eval-
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uation and training. For example, [4] utilized control tra-
jectories and motion capture data for human skill analysis,
[20] reported motion skill analysis in sports using data from
motion sensors, [18] studied computational skill rating in
manipulating robots, and [15] considered hand movement
analysis for skill evaluation in console operation.

Among those fields, surgery is one domain where mo-
tion expertise is of the primary concern. Often a sur-
geon has to go through lengthy training programs that
aim at improving his/her motion skills. As a result,
simulation-based training platforms have been developed
and widely adopted in surgical education. For exam-
ple, the Fundamentals of Laparoscopic Surgery (FLS) Box
(www . flsprogram.org) has practically become a stan-
dard training platform for minimally-invasive surgery. Ac-
cordingly, computational approaches have been developed
for motion skill analysis on such training platforms. Recog-
nizing the sequential nature of motion data, many analysis
approaches utilize state-transition models, such as the Hid-
den Markov Model (HMM). For example, [14] provided an
HMM-based method to evaluate surgical residents’ learn-
ing curve. The method first constructs different HMMs for
each different levels of expertise, and then calculates a prob-
ability distance between the expert and a novice resident.
The magnitude of the probability distance is used to rate
the level of the novice resident. HMM was also adopted
in [7] to measure motion skills in surgical tasks, where the
video is first segmented into basic gestures based on veloc-
ity and angle of movement, with segments of the gestures
corresponding to the states of an HMM.

One practical difficulty in these approaches is that they
require the skill labels for the training data since the HMMs
are typically learned from data of each skill level. Labeling
the skill of a trainee is currently done by senior surgeons,
which is not only a costly practice but also one that is sub-
jective and less quantifiable. Thus it is difficult, if not im-
possible, to obtain sufficient and consistent skill labels for a
large amount of data for reliable HMM training. This prob-
lem has also been encountered in other fields such as image
classification. For example, in [12], it was argued that using
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binary label to describe the image is not only too restrictive
but also unnatural and thus relative visual attributes were
used and classifiers were trained based on such features.
Relative information has also been used in other applica-
tions, e.g., distance metric learning [16], face verification
[9], and human-machine interaction [13].

In this paper, we propose a novel formulation termed
Relative Hidden Markov Model and develop an algorithm
for obtaining a solution under this model. The proposed
method utilizes only a relative ranking (based on an attribute
of interest, or motion skill in the surgical training applica-
tion) between pairs of the inputs, which is easier to obtain
and often more consistent. This is especially useful for the
applications like video-based surgical training, where the
trainees go through a series of training sessions with their
skills get improved over time, and thus the time of the ses-
sions would already provide a natural relative ranking of the
skills at the corresponding time. The proposed algorithm
effectively learns a model from the training data so that the
attribute under consideration (i.e., the motion skill in our
application) is linked to the likelihood of the inputs under
the learned model. The learned model can then be used to
compare new data pairs. For evaluation, we first design syn-
thetic experiments to systematically evaluate the model and
the algorithm, and then experiment with real data captured
on a commonly-used surgical training platform. The exper-
imental results suggest that the proposed approach provides
a promising solution to the real-world problem of motion
skill evaluation from video.

The key contribution of the work lies in the novel formu-
lation of learning temporal models using only relative infor-
mation and the proposed algorithm for obtaining solutions
under the formulation. Additional contributions include the
specific application of the proposed method to the problem
of video-based motion skill evaluation in surgical training,
which has seen increasing importance in recent years.

2. Related Work

In this section, we review two categories of existing
work, discriminative learning for hidden Markov models
and learning based on relative information, which are most
related to our effort. Distinction between our proposed
method and the reviewed work will be briefly stated.

Discriminative learning for HMM: Maximum-
likelihood methods for learning HMM (e.g., the forward-
backward algorithm) in general do not guarantee the
discrimination ability of the learned models. To this end,
several discriminative learning methods for HMM have
been proposed. In [3], a discriminative training method
for HMM was proposed based on perceptron algorithms.
The methods iterates between the Viterbi algorithm and the
additive update of the models. Hidden Markov Support
Vector Machine (HM-SVM) was proposed in [1], which
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combines SVM with HMM to improve the discrimination
power of the learned model. These methods are “super-
vised” in nature, and thus the labeling of the state sequence
is required for the training data, which limits their practical
use. In [17], another discriminative learning method for
HMM was proposed, which only requires the labels of
the training sequences. The method initializes the HMMs
with maximum-likelihood method and then updates the
models with SVM. One drawback is that, the updated
models do not always lead to valid HMMs, which could be
problematic for a physics-driven problem where the model
states have real meanings (like the gesture elements in [7]).
Our proposed method requires neither the labeling of the
states nor the class label for the training sequences, which
are difficult to obtain or even not accessible in applications.
Instead, only a relative ranking of the training data is used,
and the resultant model is a valid HMM.

Learning with relative information: Several methods
for learning with relative information have been proposed
recently. In [16], a distance metric is learned from relative
comparisons. Considering the limited training examples
for object recognition, [19] proposes an approach based on
comparative objective similarities, where the learned model
scores high for objects of similar categories and low for ob-
jects of dissimilar categories. In [9], comparative facial at-
tributes were learned for face verification. The method of
[12] learns relative attributes for image classification and
the problem is formulated as a variation of SVM. Similar
idea was also been used in [13] for the purpose of human-
machine interaction. In [8], relative attributes feedback,
e.g., “Shoe images like these, but sportier”, is used to im-
prove the performance of image search. Relative informa-
tion between scene categories has also been used to enhance
the performances of scene categorization in [6]. These ap-
proaches are mostly for image-based attributes, whereas our
current task is on modeling sequential data, for which it is
natural to assume that the most relevant attributes (e.g., mo-
tion skills) are embedded in a temporal structure. This is
what our proposed method attempts to address.

3. Basic Notations of HMM

In this section, we briefly describe HMM and introduce
some basic notations that will be used later. An HMM
can be defined by a set of parameters: the initial transition
probabilities T € REX1 the state transition probabilities
A € REXE and the observation model {¢y, } 1 |, where K
is the number of states. There are two central problems in
HMM: 1) learning a model from the given training data; and
2) evaluating the probability of a sequence under a given
model, i.e., the decoding problem.

In the learning problem, one learns the model (£) by



maximizing the likelihood of the training data (X):

* 7 ~ i
0  max H p(X'[0) max Z logp(X'6) (1)
Xiex Xiex

where X is the set of i.i.d. training sequences.

One efficient solution to the above problem is the
well-known Baum-Welch algorithm [2]. Another scheme,
namely the segmental K-means algorithm [5], may also be
used to seek a solution, and it has been shown that the like-
lihoods under models estimated by either of the two algo-
rithms are very close [5]. When the training data include
sequences of multiple categories, multiple models would be
learned and each model will be learned from data of each
category independently.

In the decoding problem, given a hidden Markov model,
one needs to determine the probability of a given sequence
X being generated by the model. Generally we are more in-
terested in the probability associated with the optimal state
sequence (z*), i.e., p(X,z*|0) = max, p(X,z|@). The op-
timal state path can be found via the Viterbi algorithm. To
use HMM in classification, we first compute the probabil-
ity of the given sequence drawn from each model, then we
choose the model yielding the maximal probability.

4. Proposed Method

Based on the previous discussion, we are concerned with
a new problem of learning temporal models using only rel-
ative information. This is a problem arising naturally in
many applications involving motion or video data. In the
case of video-based surgical training, the focus is on learn-
ing to rate/compare the performance of the trainees from
recorded videos capturing their motion. To this end, in
recognition of some fruitful trials of HMMs in this appli-
cation domain, we propose to formulate the task as one of
learning a Relative Hidden Markov Model, which not only
maximizes the likelihood of the training data, but also main-
tains the given relative rankings of the input pairs. In its
most basic form, the proposed model can be formally ex-
pressed as (following the notations defined in Eqn. (1))

6 max [T p(x'I0) ©)
XreX
s.t. F(X',0) > F(X7,0),¥(i,j) € E

where F'(X, 0) is a score function for data X given by model
0, which is introduced to maintain the relative ranking of
the pair X’ and X/, and E is the set of given pairs with
prior ranking constraint. Different score functions may be
defined, as described in the following subsections.

From this formulation, the difference between the pro-
posed method and any of the existing HMM-based methods
is obvious. In an existing HMM-based method, a set of
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models is trained using the training data of each category
independently. That is, explicit class labels are required for
each training sequence. The proposed model has the fol-
lowing unique features:

e The model does not require explicit class labels. What
needed is only a relative ranking.

e The model explicitly considers the ranking constraint
between given data pairs, whereas independently-

trained HMMs in existing methods can’t guarantee it.
e Only one model is learned for the entire set of data.

There are two benefits: more data for training and less
computation during testing.

Our method is also different from the existing work on
learning with relative attributes in that it models sequential
data and the relative ranking information is capsulated in a
temporal dynamic model of HMM (albeit new algorithms
are thus called for), which has demonstrated performance
in modeling physical phenomena like human movements.

In the following subsections, we present two instantia-
tions of the general model expressed in Eqn. (2), and de-
velop the corresponding algorithms in each case. It will
become clear that the first model (Sec. 4.1), while being
intuitive, has some practical difficulties, which motivated
us to develop the improved model of Sec. 4.2. Both mod-
els/algorithms are presented (and evaluated later in Sec. 5)
for the progressive nature of the methods and for facilitating
the understanding of the improved model and algorithm of
Sec. 4.2, which is the recommended solution.

4.1. The Baseline Model

One intuitive choice of the score function in Eqn. (2) is
the data likelihood, i.e., F'(X*,60) = p(X'|6). With this, the
formulation in Eqn. (2) can be rewritten as

0 max [T p(X'I6) 3)
Xt eX
st p(X'|0) > p(X7|0),¥(i,j) € E

It has been proved in [11] that, the marginal likelihood
is dominated by the likelihood with the optimal path and
their difference decreases exponentially with regarding to
the length (number of frames) of sequence. This idea was
used in segmental K-means algorithm and similarly we can
approximate the marginal data likelihood p(X|#) by the
likelihood with optimal path p(X,z*|f) (when there is no
ambiguity, we will use z for z*), which can be written as:

logp(X,z|d) = logp(Xi|¢s, )+ logm(z:1)

T
+ > [log p(Xi|6s,) + log Az |z,—1 )
t=2

If we assume a multinomial observation model, i.e.,
p(Xi|¢n) = TTy ¢u (XD, where D is the dimension



of each frame, X;(1) is the I, dimension of X; and ¢,, is
the parameters of observation model with State z;. We fur-
ther define the following variables for each sequence X":

niERle i():5(i: )
0! ¢ REXP O'(k,d) Z X (d
t:zy =k
T
M’ ¢ REXE => 0(zj_, = k)o(z =1)
t=2

where §(+) is Dirac Delta function. Then the log likelihood
with the optimal path can be written as:

logp(X',2'|0) = > mi(l)logm(l)+ > M(k,1)log A(k,1)
1 k,l
+ >0k, d)log ¢ (d)
k,d
= wfyi ®
where ¢ = [logm;vec(logA);vec(logg)], y' =

[n’; vec(M"); vec(O")] and vec converts matrix to vector.
With these, Eqn. 3 can be finally written as

T 1
Vst 3 ©
:X'eX
st. YTy > 9Ty +p V(i j) €E

where p > 0 defines the required margin between the loga-
rithms of likelihood for a pair of data and €2 defines the set
of valid parameters for the hidden Markov model, i.e.:

Y(i) <0

Z e — 1 :

1:9p (i) €Elog(Aj)

D=1 (7
i:p (i) Elog ()

>

i:(i) Elog(65)

V(@ — 1

where i : (i) € log(A;) is the set of the indexes which
corresponds to the j;, row of matrix A.

For the model in Eqn. 3, we assumed that every pair-
wise ranking constraint provided in the data is correct (or
valid). However, in real data, there may be outliers in such
training pairs. To handle this, we further introduce some
slack variables ¢, and relax the pair-wise ranking constraint
as Ply' +e;; > iyl + p,V(i,5) € E. Accordingly Eqn. 6
can be written as following:

T i .
v omaxy’ Yy -y Z €ij ®)
Xtex (i,5)€R
st. YTy e >0y +pV(i,j) €E
€ij > OV(Z,]) ck
where ~v is the weight for the penalty term E (i.§)€E €ij-

For initialization, we can set ¢;; = 0. Now, we are ready to
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describe the proposed learning algorithm:

The Baseline Algorithm
Input: X, E, p, v
Output: ¢
Initialization: Initialize ¢ (and ) via ordinary HMM
learning algorithm;
while NOT terminated
Compute the optimal path z for each sequence;
Update the model ) according to Eqn. 8;
end
Convert 1) to 6,

After the model is learned, it can be used to a testing pair:
For each sequence we evaluate the data likelihood via
the Viterbi algorithm and use the logarithm of the data
likelihood as the score of the data. By definition, the
obtained scores can be used to compare the pair.

4.2. The Improved Model

In the model described in Eqn. 8, we compare the log-
arithm of the data likelihood, which is, according to Eqn.
4, roughly proportional to the length of the data. Thus a
shorter sequence is likely to have a larger score. This means
that the learned model would be biased towards the shorter
sequences. If the observation describes a long, periodic
event, e.g., repeating an action multiple times within a se-
quence, we may consider normalizing the logarithm of the
data likelihood by the number of frames of the observation.
However, this cannot be applied directly for non-periodic
observations.

To overcome the above practical problem, we consider
an improved version. Recall that in HMM, we classify a
sequence based on the model with which the sequence gets
the maximal likelihood, i.e., it is the ratio of data likeli-
hood with different models that decides the label of the
data. For example, if log 2 g;}g;g > 0, then we assign
X to Model #;. Thus we propose to use the ratio of the
data likelihoods of two HMMs as the score function, i.e.,
F(X,0) = log i g;lg;%, where we “partition” the original
model into two models (or, effectively, we train a pair of
HMMs simultaneously). This results in the following im-
proved model:

61,02 max Z log p(X',2'(6) + Z log p(X7,7’|6,)
02 jEE,
(i,5)€E
X',2'|0 X/, 7|0
s.t. log w + €5 > log p(,iw
p(X’,27(0) p(X7,2|6,)

€i; >0V (i,j) €E ©)

where Z; is the set of data associated with Model 0,
(25 for Model 6,), z' is the optimal path for sequence



2’ with Model #; and z' for optimal path with Model
0. The model in Eqn. 9 can also be written as the
standard form in Eqn. 8 with similar technique as de-
scribed in Sec. 4.1, and thus the details are omitted.
The corresponding improved algorithm is given below:

Improved Algorithm
Input: X, E, p, v, =1, =2
Output: ¢, and 05
Initialization: Initialize ¢#; and 60 via ordinary HMM
learning algorithm with data from =; and =5 accordingly;
while NOT terminated

Compute the optimal path z and z for each sequence
with 6 and 0s;

Update the model #; and 05 according to Eqn. 9;
end

After we learn the model with the improved algorithm,
we can apply it to a given pair by first computing their
likelihoods with respect to the “’sub-models” given by 6;
and 6y (with the Viterbi algorithm), and then we use the
logarithm of the ratio of the data likelihoods as the score to
rank/compare the pair.

The learned models #; and 65 serve as a unified model
to rank the data. We may view them as the centers of two
clusters, where the distances of the data to those two centers
can be related to the ranking score.

It needs to be emphasized that the improved model is
not equivalent to a supervised HMM with two classes. In
a 2-class HMM setting, two models will be independently
trained with their respective training sets. Here, the pro-
posed model trains two “sub-models” jointly with only rel-
ative ranking constraints. Specifically, if there is no further
information for =, we could assume that =1 = {i|(¢,j) €
E,Vj} and 25 = {j|(i,j) € E,Vi}, and thus there could
be overlaps between =; and =, (which will become clear in
the experiment with synthetic data in Sec. 5). This situation
not even allowed by a supervised HMM setting. We don’t
require any extra properties for =; and =y, e.g., balances.

4.3. Discussion

Eqn. 8 (similarly for Eqn. 9) can be written in a more
standard form:

X min f7'x (10)
X

s.t. Ax <b;x <=0;Ce* =1

Eqn. 10 is a nonlinear programming problem (due to the
nonlinear equality constraint). To solve this problem, we
use primal-dual interior point method. The dimension of
this problem is K (14+K +D)+|E| (or 2K (1+ K +D)+|E))
with 2|E|+ K (1+ K+ D) (or 2|E|+2K (14 K + D)) linear
inequality constraints and 1 + K + D (or 2(1 + K + D))
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nonlinear equality constraints for the baseline model (or the
improved model). However, the Hessian (H) of the problem
is a diagonal matrix and can be computed as H = A(e* -
(CX\)), where A(-) converts a vector to a diagonal matrix,
- is element-wise product and A the Lagrange multipliers
for the nonlinear constraints. Thus the problem can still be
solved quickly.

The algorithm is terminated when at least one of the
following condition satisfied: the maximal number of it-
erations is achieved; all of the training pair get correctly
ranked; the model (i.e., the value of objective function)
doesn’t change.

The problem in Eqn. 10 (i.e., Eqn. 8 and 9) is not con-
vex, due to the nonlinear equality constraint. Thus we can
only found local optimal solutions. While there is no guar-
antee on the convergence, empirically it was found that af-
ter a certain number of iterations the learned model starts to
deliver reasonable results (in terms of the percentage of the
training pairs getting correctly-maintained ranking).

5. Experiments

In this section, we evaluate the proposed methods, in-
cluding the baseline method and the improved method, us-
ing both synthetic data (Sec. 5.1) and realistic data collected
from the surgical training platform FLS box (Sec. 5.2). The
performance of the proposed methods is compared with a
supervised 2-class HMM. (Lacking a comparative approach
in the literature that is both unsupervised and works with
only relative rankings, this is believed to be a reasonable
way of a reference point to assess the proposed methods.)

5.1. Evaluation with Synthetic Data

To evaluate the proposed method, we generate synthetic
data: we first generate six different HMMs (6, to 6, which
are referred as data-generating models), from each of which
we draw 200 sequences, with the length being uniformly
distributed between 80 to 120. Each data-generating model
has five states. For the sequences from each data-generating
model, we randomly assign 50 of them to the training set
and the remaining to the testing set. We assume there ex-
ists a score function such that F(X’) > F(X) if and
only if X' ~ 6, X/ ~ 6§, and k < [. That is, the se-
quences from a data-generating model with a lower index
are viewed to have a higher score (or ranking) than those
from a data-generating model with a higher index. A set
of pairs {(i,7)|X" ~ 04, X! ~ Opy1,k = 1,--- .5} are
then formed accordingly, some of which are then randomly
selected as the training pairs E.

For all three methods, we assume that the maximal
number of states is ten. For the HMM algorithm and
the improved method, we initialize the two sets as =; =
{i|(z,7) € E,Vj} and 25 = {j|(i,7) € E,Vi}. Note, the
data generated from data-generating Models 65 ~ 65 could



be included in both =; and =,. Thus existing discriminative
learning methods for HMM could not be applied here.

The learned models are then used to evaluate the test-
ing set, i.e., how many testing pairs that they rank the same
as ground truth. The result of the methods with different
number of training pairs is summarized in Fig. 1, where
due to the computational time it takes, we don’t have the re-
sults for the baseline method when there are more than 3750
training pairs.. From Fig. 1, we can find that the improved
method achieves the best results on both the training set and
the testing set; and the HMM method gives the worse re-
sult. In addition, the performance of both of the proposed
methods stabilized after certain number of training pairs.
However the performance of the HMM method drops dra-
matically when the number of training pairs reaches about
6250. It can be explained by that the two HMMs share a lot
of common data (for those generated by 05 ~ 65) and the
models are trained independently without consideration of
their discrimination ability. Normalizing the logarithm of
data likelihood does not improve the performance of base-
line method, which could be explained by that, all the se-
quences have roughly the same length, i.e., 80 ~ 120. Fig.
2 shows the logarithm of the data likelihood ratio with the
models learned by the improved method, when about 1250
training pairs are provided. This clearly demonstrates that,
although we formed the training pairs only with data from
data-generating models of adjacent indices (i.e., 2 and i 41),
the learned model is able to recover the strict ranking of the
original data.

For empirically understanding the convergence behav-
ior of the improved method, we plot in Fig. 3 the objec-
tive value in the model as a function of the number of it-
erations. We can find that the improved method converges
fairly quickly (within about 14 iterations) and the value of
the objective function monotonically increases. The time
complexity for the improved algorithm is roughly O(|E|?)
(e.g., about 60 seconds for about 600 constraints in Matlab
on a quad-core PC platform).

It is obvious from this experiment that the sequences are
different from (or similar to) each other only because they
are from different (or the same) data-generating models,
whereas their relative ranking can be arbitrarily defined. In
the end, the proposed methods will learn a temporal model
to reflect the defined rankings. This suggests that, as long as
we can assume there are some data-generating models for
the given sequential data, we can use the proposed meth-
ods to learn a relative HMM. This is the basis for applying
the approach to the surgical training data in the following
sub-section, where it is reasonable to assume that move-
ment patterns of subjects with different skill levels may be
modeled by different underlying HMMs while the ranking
can be based on the time of training, which reflects the skill
level of the subject at the time.
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Figure 1. The results of four methods on training set (dashed
curve) and testing set (solid curve) with different numbers of train-
ing pairs.
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Figure 2. The logarithm of the data likelihood ratio with the mod-
els learned by the improved method. Top: the result for the testing
set. Bottom: the result for the training set. The data are grouped
(as the section partitioned by the red lines) according to the data
generation model from which they are synthesized.

5.2. Skill Evaluation Using Surgical Training Video

We now evaluate the proposed method using real videos
captured from the FLS trainer box, which has been widely
used in surgical training. The data set contains 546 videos
captured from 18 subjects performing the “peg transfer” op-
eration, which is one of the standard training tasks a res-
ident surgeon needs to perform and pass. The number of
frames in each video varies from 1000 to 6000 (depending
on the trainees’ speed in completing a training session). In
the training, the subject needs to lift six objects (one by one)
with a grasper by the non-dominant hand, transfer the object
midair to the dominant hand, and then place the object on a
peg on the other side of the board. Once all six objects are
transferred, the process is reversed, and the objects are to be
transferred back to the original side of the board. The videos
capture the entire process inside the trainer box, showing
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Figure 3. The convergence behavior of the improved method,
where around 1250 training pairs were used. The blue curve/axis
shows the value of the objective function, and the green curve/axis
shows the number of constraints satisfied.

how the tools and objects are moved by the subject. In the
existing practice, senior surgeons rate the performance of
the trainees based on such videos. Our goal is to perform
the rating automatically with the proposed model. The data
set covers a training period of four weeks, with every trainee
performing three sessions each week.

The time of recording is used to rank the recorded videos
within each subjects’ corpus (i.e., a later video is associ-
ated with a better skill) based on the reasonable assumption
that the trainees improve their skills over time (which is the
whole point of having the resident surgeons going through
the training before taking the exam). Other than this rela-
tive ranking, there are no other labels assumed for the video,
e.g., there is no rank information between videos of differ-
ent subjects (which would be hard to obtain anyway, since
there is no clearly-defined skill levels for a group of trainees
with diverse background). Based on this, we randomly pick
300 pairs as the training pairs, similarly as in the experiment
using synthetic data.

We use the “bag of words” approach for feature extrac-
tion from the videos as follows. The spatiotemporal interest
point detector [10] is applied to obtain the histogram-of-
gradient (HoG) features. K-means (k = 100) is then used
to build a codebook for the descriptors of the interest points.
Finally, the codebook is used to obtain a histogram of inter-
est points for each frame, and thus each video is represented
as a sequence of histograms. This representation, compared
with the existing way of using bag of words in action recog-
nition, i.e., transforming each video into a single histogram,
can better capture the temporal information of the data.

After learning the models from the training data, we
compute the score of the test data as the logarithm of data
likelihood (for the baseline method) or the logarithm of
the data likelihood ratio (for the improved method and the
HMM). We compare these scores for each pair of the test-
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Method HMM | Baseline | Improved
# Pairs 6363 6215 6993
Accuracy | 79.39% | 77.54% | 87.25%

Table 1. The result for experiment on evaluating surgical skills.
There are 8015 pairs in total (only 300 for training), excluding the
comparisons among data of different subjects.

ing data (within each subject) and compute the percentage
of correctly labeled pairs (recall that, we use their time of
recording as ground truth). The result is summarized in Tab.
1, where the improved method obtained a significantly bet-
ter result than the other approaches. Surprisingly, the base-
line method even performed slightly worse than the HMM
method. This is largely due to the wide range of varia-
tions of the length of the input sequences. Fig. 4 shows
the computed scores with the learned models, where for
better illustration purpose we group them by their subject
ID and within each subjects’ corpus we sort the videos by
their recording time. From the figure, we can find that the
improved method (bottom) reveals a more clear trend for
the data than both the HMM method (top) and the baseline
method (middle), i.e., the scores of the data increase over
times (X-axis) for each subject (segments within the red
lines). It is worth emphasizing that only one joint model is
learned from ranked pairs of subjects with potentially vary-
ing skill levels. Still the learned model is able to recover the
improving trend, independent of the underlying skill levels.

It is also interesting to look at what the jointly-learned
models look like in the proposed approach. Fig. 5 depicts
the two models learned by the improved method in this real-
data based experiment. From the figure, we can see that the
two models have different transition patterns. For example,
the transition from State 8 to States 2 and 5 are only ob-
served in Model 1. This may be linked to different motion
patterns for data of different surgical skills.

6. Discussions and Conclusions

In this paper, we presented a new formulation for the
problem of learning temporal models using only relative in-
formation. Algorithms were developed under the formu-
lation, and experiments using both synthetic and real data
were performed to verify the performance of the proposed
method. In essence, the proposed method attempts to learn
an HMM with relative constraints. Such a setting is use-
ful for many practical applications where relative attributes
are easier to obtain while explicit labeling is difficult to get.
The application of video-based surgical training was the fo-
cus of this study, and the evaluation results using realistic
data suggests that the proposed method provides a promis-
ing solution to the problem of motion skill evaluation from
videos. For future work, we plan to extend the proposed
method to cover different observation models so that other
types of applications may be handled.
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