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Abstract

A key problem in visual tracking is to represent the appearance of an object in a way that is robust to visual changes. To attain this robustness, increasingly complex models are used to capture appearance variations. However, such models can be difficult to maintain accurately and efficiently. In this paper, we propose a visual tracker in which objects are represented by compact and discriminative binary codes. This representation can be processed very efficiently, and is capable of effectively fusing information from multiple cues. An incremental discriminative learner is then used to construct an appearance model that optimally separates the object from its surrounds. Furthermore, we design a hypergraph propagation method to capture the contextual information on samples, which further improves the tracking accuracy. Experimental results on challenging videos demonstrate the effectiveness and robustness of the proposed tracker.

1. Introduction

As a fundamental problem in computer vision, visual tracking underpins a wide range of applications such as visual surveillance, human-computer interaction, object recognition, event detection, and action recognition. Most state of the art trackers use a sampling approach, in which the object location is selected from a pool of candidate samples at each frame. This provides robustness to unpredicted or ambiguous motion but leads to the question of how these samples are evaluated or scored. Ideally, the highest scoring sample should be the one which best aligns with the object, and sample scores should decrease with the amount of object overlap, while all background samples should be scored lower than any sample containing at least part of the object. This is made more challenging as the scoring function must be robust to object and background appearance changes, and be computed and updated in real time.

Scoring functions are typically based on a model of object appearance (e.g., linear regression [16, 19, 21, 34], principal component analysis [15, 24], discrete cosine transform [17], random forest [25], support vector machine [3, 11], and boosting [2, 9]), which is in turn based on a robust image feature (e.g., attentional regions [6], covariance features [22, 31], feature learning [10, 33], and multi-feature kernels [11, 20]). Many state of the art trackers construct appearance models from a collection of different feature types to cope with object appearance variations. A basic approach to feature fusion is to directly concatenate weighted, normalized features into a unified feature vector. However, the resulting feature vector is often high-dimensional and redundant, making it difficult to separate object and background samples. To alleviate this issue, dimensionality reduction is generally applied, but may result in the loss of the intrinsic structural information from samples [7] or high computational cost [20, 28].

We propose a hashing method to perform feature fusion by reducing multiple feature descriptors to a single binary code vector. The proposed hash function is based on randomized decision trees, each of which is efficiently built by a sequence of simple operations on samples and their associated features. As a result, the problem of feature fusion is converted to that of randomized decision tree growing. Using the learned hash function, we can explicitly formulate the binary code corresponding to a sample by aggregating the posterior distributions of the leaf nodes reached in all randomized decision trees. These binary codes capture hierarchical discriminative information from different feature modalities in a decision-tree-growing manner, leading to a discriminative image representation. Since they are individually learned over randomly sampled subsets, the learned hash functions are almost uncorrelated with each other. Because of this, a compact image representation can be achieved. Due to taking binary values as feature elements, our image representation also has low memory usage.

Given the compact and discriminative binary codes representing samples, an object appearance model is typically required to maximize the separation of foreground and background samples. Among existing appearance models, the linear support vector machine (SVM) has proved to be a simple yet effective choice. Compared to the standard linear SVM using the hinge loss, the linear SVM with least square loss (referred to as LS-SVM) can be a better choice for real-time tracking because of its closed-form solution [32]. In terms of online learning, the LS-SVM can be efficiently up-
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to be close; otherwise, their confidence scores may greatly differ from each other. In order to model such a dependency, we use hypergraph analysis, which is a useful tool for capturing the contextual interaction between graph vertices \([13,35]\). In hypergraph analysis, the problem of dependency modeling is converted to that of building a set of hyperedges, which correspond to vertex communities. In each vertex community, the vertices have some common properties \(e.g., \) the same weak labels obtained by compact binary code learning in our case), and pass support messages to each other. Therefore, the hypergraph propagation method can refine the sample scores to be consistent with their binary codes, leading to more accurate object localization.

In summary, we propose a robust visual tracker that incorporates three measures to improve the accuracy and robustness of the sample scoring function while maintaining its required computational efficiency. The main contributions of this work are as follows.

1. We propose a novel compact binary code learning method based on random forest hashing, which learns to produce compact and discriminative binary codes representing samples. To our knowledge, it is the first time that the compact binary code learning method is

proposed to build a robust image representation for visual tracking.

2. We build an appearance model based on these binary codes using an incremental closed-form LS-SVM, which can online learn a hyperplane that separates the foreground samples from the background samples.

3. We present a hypergraph propagation method that further refines the appearance model by capturing contextual similarity information from samples. Using such information, the method is able to obtain more accurate object localization.

2. The proposed visual tracker

The workflow of our tracking system is summarized in Algorithm 1. Like most sampling based trackers, at each frame the method generates a sample set, scores each sample, and updates its estimated target location based on the highest scoring sample. In this section, we focus on the construction and update of the sample scoring function. This is based on three techniques: i) compact binary code learning; ii) incremental LS-SVM learning; and iii) hypergraph propagation.

For i), we focus on learning a set of random forest hash functions for feature fusion, as described in Sec. 2.1. For ii), the LS-SVM classifier (with a closed-form solution) is incrementally learned for object/non-object classification by computing Eq. (8) and Eq. (10), as shown in Sec. 2.2. For iii), a weakly supervised hypergraph is created by exploring a set of hashing-bit-specific communities, as shown in Sec. 2.3. According to Eq. (14), hypergraph propagation is performed to diffuse the LS-SVM classification scores on the weakly supervised hypergraph, resulting in more accurate object localization. After object localization, we collect some new foreground and background training samples using a spatial sampling scheme \([2,33]\). These training samples are used at regular intervals to update the random forest and LS-SVM classifier, as explained in Secs. 2.1 and 2.2.

2.1. Compact binary code learning

Given multiple types of visual features, we design a hashing method to form a compact and discriminative fused feature. In principle, the hashing method needs to satisfy the following two conditions: i) each individual hash function is balanced such that:

\[
\int_{h(u)=1} \Pr(u)du = \int_{h(u)=-1} \Pr(u)du = \frac{1}{2}, \quad (1)
\]

where \( u \) is a test sample (represented by a concatenation of different visual features), \( \Pr(\cdot) \) is a probability density function, and \( h(\cdot) \) is the hash function; ii) the hash functions are mutually independent. To achieve these two goals,
the training samples for each hash function are randomly selected from the entire training dataset, and equally distributed between positive and negative samples. To capture the discriminative information from inter-class samples, the hash function is typically formulated as a binary classifier:

\[ h(u) = \text{sgn}(\kappa(u, \{u_i^+\}) - \kappa(u, \{u_i^-\})) , \]

where \(\text{sgn}(\cdot)\) is the sign function, \(\kappa(\cdot, \cdot)\) is a similarity function, \(\{u_i^+\}\) and \(\{u_i^-\}\) are respectively the positive and negative training samples. Now, the remaining problem is how to design an efficient and discriminative similarity function \(\kappa\). We make use of randomized trees to construct the similarity function due to their effectiveness and efficiency in discriminative learning. The process of growing each randomized tree enables our hashing method to effectively combine the discriminative information from different feature modalities in a top-down manner, as shown in Fig. 1. Each internal node of these randomized trees contains a binary test that best splits the space of a randomly sampled subset of training data along a randomly chosen feature dimension:

\[ \text{sp}(u_i) = \begin{cases} \text{left child}, & \text{if } u_{i_i} \geq \gamma, \\ \text{right child}, & \text{otherwise}, \end{cases} \]

where \(u_i\) corresponds to the \(i\)-th feature dimension (chosen at random) of \(u\) and \(\gamma\) is a threshold determined by optimizing an entropy-based information gain criterion [4]. Such random sample selection and random internal node split ensure the high efficiency of our hashing method. Using the aforementioned tree growing scheme (3), we construct a random forest \(T\) comprising a set of randomized trees. For descriptive convenience, let \(C \in \{1, -1\}\) be the set of all classes and \(L_0\) be the set of all leaves for a given randomized tree \(t \in T\). The posterior probability \(\Pr_{t,l}(c)\) for each class \(c \in C\) at each leaf node \(l \in L_0\) needs to be learned during the training stage. Mathematically, \(\Pr_{t,l}(c)\) is calculated as the ratio \(\frac{|Q_{l,t,l,c}|}{|Q_{t,l,c}|}\), where \(Q_{l,t,l,c}\) is the set of training samples reaching the leaf node \(l\) in the randomized tree \(t\), and \(Q_{t,l,c}\) is the set of class-\(c\) training samples in \(Q_{l,t,l,c}\).

**Algorithm 1** Compact binary code learning based tracker

**Input:** New video frame.

1. Crop out a set of image regions \(\{u_i\}_{i=1}^K\) using the sliding-window-sampling scheme [2, 33] and extract their associated visual features;
2. Compute the corresponding binary codes \(\{x_i\}_{i=1}^K\) by compact binary code learning (Sec. 2.1);
3. Perform LS-SVM classification on the binary codes to produce the initial confidence score vector \(s^0\) (Sec. 2.2);
4. Perform hypergraph propagation (Sec. 2.3) to obtain the final confidence score vector \(s^T\);
5. Update the tracker location to \(\{x_i\}_{i=1}^K\), and obtain the random forest hash functions (Algorithm 2) and the LS-SVM classifier (Sec. 2.2) based on sample buffer every few frames.

Algorithm 2 Learning random forest hash functions

**Input:** Training sample set \(\{u_i, y_i\}_{i=1}^N\) with \(y_i \in \{1, -1\}\), binary code length \(\ell\), and randomized tree number \(M\).

**Output:** Random forest hash functions \(\{h_{T,j}(\cdot)\}_{j=1}^M\).

for \(j = 1\) to \(\ell\) do

for \(m = 1\) to \(M\) do

- Randomly sample \(\{u_i, y_i\}_{i=1}^N\) to generate a training sample subset \(\{u_{ik}, y_{ik}\}_{k=1}^M\) with equal representation from positive and negative samples;
- Use \(\{u_{ik}, y_{ik}\}_{k=1}^M\) to construct a randomized tree \(T_m\) by random internal node split (Eq. (3));

end

- Obtain random forest \(T_j = \{t_1, \ldots, t_M\}\) and output the hash function \(h_{T_j}(\cdot)\) by Eq. (4).

end

Based on the random forest \(T\), we define the similarity function (Eq. (2)) as \(\kappa(u, \{Q_{t,l,t,c}\}_{t \in T}) = \sum_{t \in T} \Pr_{t,l}(c)\), where \(Q_{t,l}\) denotes the leaf node reached by the test sample \(u\) in the randomized tree \(t\). For each test sample \(u\), its corresponding binary code \(h_T(u) \in \{1, -1\}\) w.r.t. the random forest \(T\) is obtained by the following three steps. First, pass the test sample down each randomized tree until reaching a leaf node; second, aggregate all the corresponding posterior probabilities of the reached leaf nodes from \(T\); finally, output the binary code such that

\[ h_T(u) = \text{sgn}(\sum_{t \in T} \Pr_{t,l}(c = 1) - \sum_{t \in T} \Pr_{t,l}(c = -1)) . \]

Algorithm 2 shows the detailed workflow of learning the random forest hash functions. Suppose that there are \(\ell\) learned random forests (denoted as \(\{T_j\}_{j=1}^\ell\)) corresponding to \(\ell\) hash functions in our hashing method. As a result, for any test sample \(u\), we have an associated \(\ell\)-dimensional binary feature vector denoted as \(x = (h_{T_1}(u), h_{T_2}(u), \ldots, h_{T_\ell}(u))^T\).

**2.2 Incremental LS-SVM**

To classify binary features as object/non-object, we build an online discriminative appearance model based on incremental LS-SVM learning. Given a set of training samples \(\{x_i, y_i\}_{i=1}^N\) with \(x_i \in \mathbb{R}^d\) and \(y_i \in \{-1, +1\}\), the LS-SVM optimizes the following objective function [32]:

\[ \min_{w, b} \sum_{i=1}^N \|f(x_i) - y_i\|_2^2 + C||w||_2^2 , \]

where \(\|\cdot\|_2\) is the L2 norm, \(f(x) = w^\top x + b\) is the classifier to learn, and \(C\) is the trade-off control parameter. For convenience, let \(x_i^+ = \{x_{i,1}, x_{i,2}, \ldots, x_{i,N}\}\) be the data matrix, \(N_+ (N_-)\) be the positive (negative) sample size such that \(N_+ + N_- = N\), \(\mu_+ (\mu_-)\) be the sample mean of the foreground (background) class, and \(\mu\) be the mean of all the training samples such that \(\mu = \frac{N_+}{N} \mu_+ + \frac{N_-}{N} \mu_-\). Then, the closed-form solution to (5) is formulated as:

\[ w = \left( \sum_{i=1}^N y_i x_i + \frac{\mu}{C} \right) \left( \sum_{i=1}^N x_i x_i^\top + \frac{N}{C} I \right)^{-1} . \]
\[ w = \frac{2N - N'}{N - N'} (S + \frac{C}{N} I)^{-1} (\mu_+ - \mu_-), \]
\[ b = \frac{N - N'}{N} - \mu^T w, \]

where \( I \) is an identity matrix and \( S \) is the covariance matrix defined as: \( S = \frac{1}{2} (X - \mu I) (X - \mu I)^T \). In terms of online learning, the key factor is the incremental computation of \( \left( S + \frac{C}{N} I \right)^{-1} \) with respect to new samples \( \delta X = (\delta x_1, \delta x_2, \ldots, \delta x_{N'}) \). Let \( \delta \mu \) be the sample mean of \( \delta X \), \( N' \) be the total number of samples such that \( N' = N + \delta N \), and \( \mu' \) be the sample mean of \( (X, \delta X) \) such that \( \mu' = \frac{N}{N} \mu + \frac{\delta N}{N} \delta \mu \). Then, the updated covariance matrix \( S' \) can be calculated as:
\[
S' = \frac{N}{N'} S + \frac{1}{N'} \sum_{i=1}^{N'} (\delta x_i - \delta \mu)(\delta x_i - \delta \mu)^T + N' (\mu_+ - \mu_-)(\mu_+ - \mu_-)^T + \delta N (\delta \mu - \mu')(\delta \mu - \mu')^T).
\]

Defining \( A \) as \( \frac{1}{N'} \sum_{i=1}^{N'} (\delta x_i - \delta \mu)(\delta x_i - \delta \mu)^T + N' (\mu_+ - \mu_-)(\mu_+ - \mu_-)^T + \delta N (\delta \mu - \mu')(\delta \mu - \mu')^T \), we obtain the following relation:
\[
S' + \frac{C}{N'} I = \frac{N}{N'} (S + \frac{C}{N} I + \frac{N'}{N} A).
\]

As a result, we have \( (S' + \frac{C}{N'} I)^{-1} = \frac{N}{N'} (S + \frac{C}{N} I + \frac{N'}{N} A)^{-1} \). Therefore, the key factor of efficiently computing \( (S' + \frac{C}{N'} I)^{-1} \) is to incrementally update \( (S + \frac{C}{N} I + \frac{N'}{N} A)^{-1} \) when \( (S + \frac{C}{N} I)^{-1} \) is given. Since \( \frac{N'}{N} A \) is formed by the sum of rank-one matrices, it can be decomposed as: \( \frac{N'}{N} A = \sum_{k=0}^{\delta N + N} q_k q_k^T \) such that
\[
q_k = \begin{cases} 
0, & k = 0, \\
\frac{1}{\delta N} (\delta x_k - \delta \mu), & 1 \leq k \leq \delta N, \\
\frac{1}{\delta N} (\mu_+ - \mu_-), & k = \delta N + 1, \\
\frac{\delta N}{\delta N} (\delta \mu - \mu'_k), & k = \delta N + 2.
\end{cases}
\]

According to the theory of [12,23], \( (S + \frac{C}{N} I + \frac{N'}{N} A)^{-1} \) can be recursively computed by:
\[
(J_m + q_{m+1} q_{m+1}^T)^{-1} = J_m^{-1} - \frac{J_m^{-1} q_{m+1} q_{m+1}^T J_m^{-1}}{1 + q_{m+1}^T J_m q_{m+1}}, \quad 0 \leq m \leq \delta N + 1.
\]

\[ J_m = S + \frac{C}{N} I + \sum_{k=0}^{m} q_k q_k^T \]

\[ 2.3. \text{Hypergraph propagation} \]

The goal of hypergraph propagation is to refine the confidence score \( s_i^0 \) obtained from the LS-SVM for each sample, taking into account contextual information from surrounding samples. This is necessary because the score is based on binary codes which have sufficient precision to distinguish foreground from background, but not to locate the object reliably among foreground samples.

Given a set of samples \( \{u_i\}_{i=1}^{K} \), we have computed the corresponding binary codes \( \{x_i\}_{i=1}^{K} \) such that \( x_i = (h_{\tau_1}(u_i), \ldots, h_{\tau_L}(u_i))^T \). Based on \( \{x_i\}_{i=1}^{K} \), we create a weakly supervised hypergraph \( G = (V, E, w) \), where \( V = \{v_i\}_{i=1}^{K} \) is the vertex set corresponding to \( \{u_i\}_{i=1}^{K} \), \( E \) is the hyperedge set comprising a family of subsets of \( V \) such that \( \bigcup_{v \in V} V \), \( V \) is the hyperedge weight [13, 35]. These hyperedges are obtained by using the bit-specific binary code to weakly classify \( \{u_i\}_{i=1}^{K} \) into bit-specific positive and negative communities. If \( h_{\tau_k}(u_i) = 1 \), \( u_i \) is added to the bit-\( k \) positive community; otherwise, it belongs to the bit-\( k \) negative community. In other words, each bit-specific community corresponds to a hyperedge.

The hypergraph \( G \) is represented by a \( |V| \times |E| \) incidence matrix \( H = (H(v_i, e_j))_{|V| \times |E|} \):
\[
H(v_i, e_j) = \begin{cases} 
1, & \text{if } v_i \in e_j, \\
0, & \text{otherwise}.
\end{cases}
\]

The degree of any vertex \( v \in V \) is defined as \( d(v) = \sum_{e \in E} w(e) H(v, e) \) where \( w(e) \) is a positive weight \( w(e) = 1 \) in our case. Correspondingly, the degree of any hyperedge \( e \in E \) is defined as \( \delta(e) = \sum_{v \in V} H(v, e) \). Let \( W, D_V, \) and \( D_e \) denote the diagonal matrices whose diagonal elements are associated with \( w(e), \) \( d(v), \) and \( \delta(e), \) respectively. The process of random walk on the hypergraph \( G \) [35] is governed by the following transition probability matrix \( P = (p_{ij})_{K \times K} \) whose entry is defined as:
\[
p_{ij} = \sum_{e \in E} w(e) H(v_i, e) H(v_j, e) \frac{d(v_j)}{\delta(e)}.
\]

Its corresponding matrix form can be written as:
\[
P = D_V^{-1} X W D_e^{-1} H^T.
\]

Based on this transition probability matrix, the process of hypergraph propagation is formulated as follows:
\[
s^{n+1} = \alpha Ps^n + (1 - \alpha) s^0,
\]
where \( \alpha \) is a trade-off control factor such that \( 0 < \alpha < 1 \), \( s^0 = (s^0_1, \ldots, s^0_K)^T \) is the initial LS-SVM confidence score vector \((i.e., s^0_i = f(x_i)) and s^n \) is the confidence score vector after propagation at the \( n \)-th iteration. Through a sequence of transformations, Eq. (14) is further converted to:
\[
s^n = (\alpha P)^n s^0 + (1 - \alpha) \sum_{j=0}^{n-1} (\alpha P)^j s^0.
\]
Since \( p_{ij} \geq 0 \) and \( \sum_{j=0}^{n-1} p_{ij} = 1 \), the spectral radius of \( P \) is not greater than one (see the theorem of Perron-Frobenius [8]), leading to the fact that \( \lim_{n \to \infty} (\alpha P)^n = 0 \).
and \( \lim_{n \to \infty} (1 - \alpha) \sum_{j=0}^{n-1} (\alpha P)^j s^0 = (1 - \alpha)(I - \alpha P)^{-1}s^0 \).

Therefore, Eq. (14) will converge to \((1 - \alpha)(I - \alpha P)^{-1}s^0\) after a sufficient number of iterations. When \( K \) is large, the cost of computing \((I - \alpha P)^{-1}\) is high. For computational efficiency, the final confidence score vector \( s = (s_1, s_2, \ldots, s_K)^\top \) is obtained by iterating Eq. (14) until convergence. The complete procedure of hypergraph propagation is summarized in Algorithm 3.

3. Experiments

3.1. Experimental setup

In the experiments, eighteen publicly available video sequences are used for tracking performance evaluation. Captured in different scenarios, these video sequences contain diverse events such as occlusion, object pose variation, lighting changes and out-of-plane rotation. Like the multi-instance tracker [2], the proposed tracker performs object localization using a sliding-window-search scheme with a search radius of 30 pixels. The average running time of our Matlab implementation is about 0.1 second per frame on a workstation with an Intel Core 2 Duo 2.66GHz processor and 3.24G RAM. For each image region, we extract four types of visual features: intensity histogram, local binary pattern (LBP), histogram of gradient (HOG), and Haar-like wavelets. More specifically, both the intensity histogram and LBP features are extracted by dividing an image region into 4x4 cells, each of which is associated with a 16-dimensional histogram vector. The HOG feature is composed of 3x3 cells, with each cell represented by a 9-dimensional histogram vector, in five spatial block-division modes (like [18]), resulting in a 405-dimensional feature vector. The Haar-like feature is extracted in the same way as the CT tracker [33], resulting in a 100-dimensional feature vector. By concatenating the above four visual features, we have in total a 1017-dimensional real-valued feature vector for each image region. After random forest hashing, the binary code length \( \ell \) in Algorithm 2 is chosen as 100. The training sample sizes \( N \) and \( F \) in Algorithm 2 are set to 1000 and 100, respectively. Each random forest hash function is associated with a random forest comprising 10 randomized decision trees (i.e., \( M = 10 \) in Algorithm 2) with 25 layers. The random forest hash functions in Algorithm 2 are updated every 10 frames. The LS-SVM classifier is incrementally updated every 5 frames. The trade-off control factor \( \alpha \) in Eq. (14) is set to 0.1. The maximum iteration number \( \tau \) in Algorithm 3 is chosen as 50. Note that the aforementioned parameters are fixed throughout all the experiments.

For quantitative performance comparison, two popular evaluation criteria are used: center location error (CLE) and VOC overlap ratio (VOR) between the predicted bounding box \( B_p \) and ground truth bounding box \( B_{gt} \) such that

\[
\text{CLE} = \frac{\text{area}(B_p \cap B_{gt})}{\text{area}(B_p \cup B_{gt})},
\]

\[
\text{VOR} = \frac{\text{area}(B_p \cap B_{gt})}{\text{area}(B_p \cup B_{gt})}.
\]

Table 1: The quantitative comparison results of the nine trackers over the eighteen video sequences. The table reports their average CLEs over each video sequence.

<table>
<thead>
<tr>
<th>Tracker</th>
<th>Surfer</th>
<th>Sylv</th>
<th>Faceocc1</th>
<th>Coke</th>
<th>Tiger1</th>
<th>Faceocc2</th>
<th>David</th>
<th>Jumper</th>
<th>Walker</th>
<th>PedCross</th>
<th>football</th>
<th>petrol</th>
<th>animal</th>
<th>Junger</th>
<th>Trollie</th>
<th>Juliet</th>
<th>Thr1</th>
<th>Thr2</th>
<th>Gir</th>
<th>Coke</th>
<th>Facecre1</th>
<th>Syb</th>
<th>Thr1</th>
<th>Thr2</th>
<th>Thr3</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLE</td>
<td>1.40</td>
<td>0.79</td>
<td>1.08</td>
<td>1.69</td>
<td>1.37</td>
<td>1.69</td>
<td>1.92</td>
<td>1.69</td>
<td>1.37</td>
<td>1.69</td>
<td>1.37</td>
<td>1.69</td>
<td>1.37</td>
<td>1.69</td>
<td>1.37</td>
<td>1.69</td>
<td>1.37</td>
<td>1.69</td>
<td>1.37</td>
<td>1.69</td>
<td>1.37</td>
<td>1.69</td>
<td>1.37</td>
<td>1.69</td>
<td>1.37</td>
</tr>
<tr>
<td>VOR</td>
<td>0.56</td>
<td>0.53</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
<td>0.56</td>
</tr>
</tbody>
</table>

3.2. Empirical comparison of trackers

We compare the proposed tracker with several state-of-the-art trackers both qualitatively and quantitatively. These trackers are referred to as ORF (online random forest tracker [25]), CT (compressive tracker [33]), Struck (structured learning tracker [11]), Frag (Fragment-based tracker [1]), MIT (multiple instance tracker [2]), OAB (online Adaboost tracker [9] that is implemented with the same configuration as OAB1 in [2]), IVT (incremental subspace tracker [24]), L1T (\( l_1 \) minimization tracker [21]). In the experiments, the following trackers are implemented using their publicly available source code: ORF, CT, Struck, Frag, MIT, OAB, IVT, and L1T.

We evaluate the CLE and VOR performance of all the nine trackers on eighteen video sequences. Fig. 2 shows the qualitative tracking results of the nine trackers over several representative frames of eight video sequences. Fig. 3 plots the frame-by-frame CLEs (highlighted in different colors) obtained by the nine trackers for the fifteen video sequences. Tabs. 1-2 report the average CLEs and VORs of the nine trackers on each of all the eighteen video sequences. From Fig. 3 and Tabs. 1-2, we observe that the proposed tracker achieves the best tracking performance on most video sequences. In particular, the proposed tracker obtains the most robust tracking results in the presence of complicated appearance changes (caused by occlusion, drastic pose variation, background clutter, image distortion and blurring, etc.). An example of severe occlusion and background distortion is the “PedCross” sequence, shown bottom left of Fig. 2. The tracked pedestrian, moving right to left, is lost by all other trackers at frame 78 as he overlaps
with other pedestrians. The other trackers lock onto different pedestrians, so their error increases for the rest of the sequence, as shown in Fig. 3. The “Cyclist” video sequence, top right of Fig. 2, contains drastic pose variation followed by partial occlusion. MIT, IVT, OAB, and CT break down after the 30th frame due to the change in body pose. L1T and ORF lose the target after the 47th frame and the 69th frame, respectively, due to occlusion by the railing. Frag is able to keep track of the target, but also includes some background. In contrast, both Struck and our tracker are robust to the body pose variations and partial occlusions encountered throughout the entire video sequence. The “Trellis” video sequence, second row right of Fig. 2, contains significant illumination changes. Due to the combination of lighting and changing head pose, IVT, ORF, Frag, and CT fail to track the target after the 367th frame. Both our tracker and Struck successfully track the target across the whole video sequence, although our trackerlocates the
head more accurately. The “Girl” video sequence, second row left of Fig. 2, contains out-of-plane rotations followed by partial and severe occlusions. As shown in Fig. 3, both Struck and our tracker obtain more accurate tracking results than the other trackers.

3.3. Discussion and analysis

In this section, we evaluate each component to show its contribution to the overall performance of the tracker and its sensitivity to parameter settings. The effect of each component varies for each sequence, so we show a different but representative subset for each evaluation.

Binary code length We quantitatively evaluate the performance of the proposed tracker for five different binary code lengths. Fig. 4 shows the quantitative CLE and VOR performance on two video sequences. Clearly, it is seen from Fig. 4 that the CLE (VOR) performance improves as code length increases, and plateaus with approximately more than 100 hashing bits. This is a desirable property because we do not need a high-dimensional binary feature to achieve promising tracking performance.

Comparison of hashing methods Different hashing methods generate different binary codes, encoding various discriminative information on object appearance. Here, we aim to evaluate different hashing methods applied to the task of feature fusion, including LDAH (linear discriminant analysis hashing [26]), SSH (semi-supervised hashing [29]), LSH (locality sensitive hashing [5]), SPH (spectral hashing [30]), SVMH (support vector machine hashing [14]), and our RFH (random forest hashing). As shown in Fig. 5, our RFH used in the proposed tracker achieves the better CLE and VOR performance than the other hashing methods in most cases.

Evaluation of feature fusion methods In order to verify the effectiveness of our feature fusion method, we compare it to a direct concatenation of normalized feature vectors into a unified feature vector. Fig. 6 displays the quantitative CLE and VOR performance of the proposed tracker with different feature fusion methods. Clearly, we see that our feature fusion method outperforms the standard feature fusion method in most cases.

Comparison of SVMs To justify the effectiveness of the LS-SVM, we compare it to the standard SVM. Fig. 7 shows the quantitative CLE and VOR tracking results on two video sequences. From Fig. 7, we clearly see that the proposed
tracker using the LS-SVM achieves close but slightly superior tracking performance to the standard SVM.

Performance with and without hypergraph propagation

The task of hypergraph propagation is to refine the confidence scores by random walk on the object/non-object community hypergraph. Fig. 8 exhibits the quantitative CLE and VOR tracking results of the proposed tracker with and without hypergraph propagation on three video sequences. It is clearly seen from Fig. 8 that hypergraph propagation gives rise to performance gain.

4. Conclusion

In this paper, we have proposed a robust visual tracker that learns compact and discriminative binary codes for an effective image representation. To obtain this representation, we develop a random forest hashing method, which efficiently constructs a set of hash functions by learning several randomized decision trees. To perform object/non-object classification, we build a discriminative appearance model based on incremental LS-SVM, which can be solved extremely efficiently in closed-form. Compared with the standard linear SVM, we have empirically shown that incremental LS-SVM has a simpler implementation with comparable accuracy. To further improve the accuracy of object localization, we present a hypergraph propagation method to capture the interaction information from samples and their contexts. Compared with several state-of-the-art trackers on eighteen challenging sequences, we empirically show that our tracker is able to achieve more accurate and robust tracking results in challenging conditions.
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