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1 Supervised Filter Learning

Suppose we have n training images and the k-th training image is denoted as X. The corresponding feature vector of
Xy is Zi, = ¢(Xy, B) where B = [by, ..., br] € R¥¥ represents a set of filters. The supervised filter learning method
jointly optimizes the prediction model and the set of filters. The objective function of this optimization problem is
defined as follows:

C(Byw, {Xi o) = Sy Ll F(O(Xe B),w)) + Mllwll, + Asavecorr(B)
(1)
subject to ||b;]| =1,i=1,..,. K

where f is the prediction function: f(Zy,w) = fol w; Zy, (1) +wo, Yk is the true quality score of the k-th image,

L is the e-insensitive loss function and avecorr(B) = 15 S35 | S0 juji < bibj > is the average correlation of one
filter with every other filters.
Optimal B and w is given by

(B*,w*) = argming ,C(B,w, {X,}r—1)

This optimization problem can be solved by optimizing alternatively over B and w. The initial set of filters are
obtained by performing k-means clustering on a set of local features. When B is fixed, optimal w can be found using
a standard SVR program. Given w fixed, we can apply stochastic gradient descent (SGD) to find the optimal 5.

The SGD process requires us to compute the gradient of the objective function C' with respect to a filter b;,7 =
1,..., K. Using chain rule, we can have:
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where f, = f(Zi,w) is the predicted quality score for the k-th training image.
The loss function used in e-SVR is non-differentiable, therefore we use the following approximation (Huber loss)
for computing gradient
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where 0 < h < e. When h — 0, Eq. 3 is equivalent to the e-insensitive loss used in e-SVR. The derivative of the
above loss function is given by:
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The derivative of the prediction function with respect to the global feature vector is given by !:

O fr

TZ;@ = [wl,w%---,wﬂd (5)

The global feature vector Zj, = [Zx(1), ..., Zy(2K)]T, where fori = 1,..., K

Zk(l) = bl : xfnar,i ; xfnam,i = argmaXyg, cx,, (b’L : l'l)
Zk?( + K) =b; - xmzn i xf’;zin,i = a’rgminivlexk (b’b . 33[)

where superscript £ is the index of the training image, x; € X} means x; is a local feature vector from image X},

T - T
8(237’;(1) = gk QZk i+ K) " _ gk and the derivative of the

and - represents inner product. We therefore have i 56 min.i
; i

global feature vector with respect to b; is given by:

T . T
%if = [07 707 6Zk(l) 707"'707 6Zk3(Z+K) 707 "'70]T

ab;
(6)
=10,..,0,2% 4 :0,..., 0,2k ;0,07
The derivative of the correlation penalty term with respect to b; is given by:
Oavecorr(B) 1 T
b K-—1 2. b ™

J:g#i
To sum up, when linear e-SVR is used, we can compute the derivative of the objective function as follows :

Z b;) (8)
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2 Examples of filter responses

To demonstrate that with properly learned filters, the distribution of filter responses from distorted and non-distorted
images are very different, we show filter responses of images with five different types of distortions at three different
distortion levels in Fig. 1. The non-distorted reference image is also shown in Fig. 1.

3 Doc-IQA Dataset

Examples of images from the SOC and the Newspaper dataset are shown in Fig. 2 and Fig. 3 respectively. The
histogram of OCR accuracy of images from these two Doc-IQA dataset are shown in Fig. 4. It can be seen that the
distribution of the OCR accuracy of images from both Doc-IQA datasets are non-uniform and the SOC dataset is
highly imbalanced.

'Ify € R™, = € R", then % € R™*"
2For ease of representation, the transpose sign in Eq. 8 is omitted in the paper.



700

600

500

400

300

200

100

250

200

1

1

600

50

00

50

Distortion=jpeg2k

dmos=0
dmos=38.469

—— dmos=68.0538 ||

g 0 2 3
(a) JPGE2K Compression
Distortion=wn
‘ ‘ : dmos;[]

dmos=49 3575
dmos=71.6736

(c) White Gaussian Noise

Distortion=ff

700

2001

4001

300

2001

100+

dmos=0
dmaos=44.6844 ||
dmaos=T74.0254

Figure 1: Examples of filter responses for different types and levels of distortions. (High DMOS indicates low quality)
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Figure 2: Examples of images from the SOC dataset.

The Report of the Committee of the Iouse of Com..
mons on the state of London Bridge, recommends au
application bely made next session for a new Bridge
to be erected, of five arches, on the present site, or as
near to it as possible. The expence, consider,
may be defrayed without any toli, the Br House
Tstates having £112,000 in hand, besides a rental of”
£25,000 per annum, (b) .

Figure 3: Examples of images from the newspaper dataset. Character level OCR accuracy (a) 0.097 (b) 0.958.
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Figure 4: Histogram of OCR accuracy of images from the SOC and the Newspaper dataset.



