Supplementary Material of
“Minimum Uncertainty Gap for Robust Visual Tracking”

Junseok Kwon and Kyoung Mu Lee
Department of ECE, ASRI, Seoul National University, 151-742, Seoul, Korea

paradisO, youngmu;@snu.ac.kr, http: cv.snu.ac.kr
{ dis0, k e kr, h // k

Appendix

To minimize the KL divergence in (5), ¢(0]v, X;) is as-
sumed to be exponential and D(p || ¢) is a linear functional
of q(f]v,X:). Then, Ingq(f|y,X;) is convex with respect
to . Hence, the global minimum of the KL divergence can
be found. As aforementioned, we design ¢(0]v, X;) as the
exponential family of distributions with the following form:

(07, X¢) = g(V)h(@)exp(v"v(8)), (17)

where h(6) and v(0) are functions from the space of possi-
ble values of  to the real numbers and g(+y) is a normaliza-
tion factor:

o() /@ hO)exp(rTu(@))db =1.  (18)

By taking the gradient of both sides with respect to v, the
following can be taken:

Vg(v) / h(0)exp(v"v(0))do
; (19)
+/@9(7)h(9)exp(7Tv(9))v(9)d9 =0,

Since g(y)h(0)exp(y"v()) = q(0]y,X,) from (IZ) and
Jo h(®)exp(v"v(0))do = ﬁ from (I8), (I9) is changed

into

—Ving(7) = Eq)y.x,) [v(0)]- (20)
By substituting ¢(0|v, X;) in (I7) into the KL divergence in
(5), we get

D |l a) = =g(y) = 7" Epory....x,) [0(8)] + const.
2D
To minimize KL divergence in (2I)), the gradient of D(p ||
q) is taken with respect to 7 to zero. And we get

- VIHQ(’Y) = E[)(Q‘Yl:t7xt) [U(a)] . (22)

Since —V In g(y) in @0) is equal to —V In g(7y) in 22), we
finally get

Eqeo1v.x,) [0(0)] = Epgory,.x,) ()] (23)



