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Abstract

Markov Random Field, or MRF, models are a powerful tool for modeling images. While much progress has been made in algorithms for inference in MRFs, learning the parameters of an MRF is still a challenging problem. In this paper, we show how variational optimization can be used to learn the parameters of an MRF. This method for learning, which we refer to as Variational Mode Learning, finds the MRF parameters by minimizing a loss function that penalizes the difference between ground-truth images and an approximate, variational solution to the MRF. In particular, we focus on learning parameters for the Field of Experts model of Roth and Black. In addition to demonstrating the effectiveness of this method, we show that a model based on derivative filters performs quite similarly to the Field of Experts model. This suggests that the Field of Experts model, which is difficult to interpret, can be understood as imposing piecewise continuity on the image.

1. Introduction

Markov Random Field (MRF) models are a powerful tool for modeling images because they allow long-term interactions between pixels to be expressed through a combination of local interactions. While these models have a long history in computer vision [14, 12], their popularity has been spurred by development of efficient, powerful algorithms for inference and energy minimization in these models [5, 23, 21]. While MRFs are often combined with classifiers and estimators that have been built using training examples, the parameters of the MRF are often hand-designed according to some heuristic, such as the system in [15]. These models are hand-designed because the inference step often required for learning MRF parameters is infeasible for the types of models often used in vision applications.

In this paper, we propose a new method for learning the parameters of continuous-valued MRF models. We focus on models that are similar to the Field of Experts model proposed by Roth and Black [13]. Rather than maximizing the likelihood of the training data, the MRF parameters are found by minimizing a loss function that measures the difference between the ground-truth image and optimal image under the MRF model. A unique aspect of our approach is that by using an approximation to this optimal image, the loss can be differentiated with respect to the parameters. This approximate mode of the MRF, which is central to the success of our method, is computed using variational optimization – leading us to refer to this method as Variational Mode Learning.

Using Variational Mode Learning, we train two different MRF models to denoise images. One model is identical to the Field of Experts model, while the other model is designed around a fixed set of derivative filters. The second model is useful because it can be intuitively interpreted as enforcing piecewise continuity on the image. The denoised images returned by this second model are extremely similar to the images produced using the parameters from [13]. These similarities indicate that the Field of Experts model can likewise be understood as imposing higher-order continuity on images.

Below, Section 1.1 describes related approaches for learning MRF parameters, while Section 2 discusses background material on MRFs. Section 4 describes the variational optimization at the core of the learning algorithm. The actual learning algorithm is discussed in Section 5. Finally, Section 6 describes the experiments and discusses how the Field of Experts model can be understood in terms of continuity.

1.1. Related Work

The problem of learning the parameters of discrete-valued MRF is considered in both the work of Levin and Weiss [11] and Anguelov et al. [2]. Both papers learn parameters for labeling pixels in an image. In this paper, we instead focus on continuous-valued models. Continuous-valued models are more appropriate for modeling images because the computational complexity of inference and other tasks is independent of the dynamic range of the image. Besides the computational issues involved with the number of states needed per pixel to model images, the underlying approximations used in these discrete-models limit the types of relationships that can be expressed between pixels. The bounds used in [11], developed by Wainwright et al. [22], are limited, practically, to modeling relationships between pairs of pixels. The learning technique used in [2] is limited to learning parameters in MRFs with a specific, limited type of relationship between pixels, which is referred to as a generalized Potts model.

In [13], Roth and Black learn the parameters of a continuous-valued MRF model by using a sampling strat-
ergy based on a criterion known as the contrastive divergence [8]. Using this method, the parameters are updated using each training point to draw one sample from the current distribution. There are both practical and theoretical disadvantages to this sampling-based optimization. Theoretically, it is still unknown whether the contrastive divergence algorithm converges — although there is strong belief that it does [6]. From a practical point of view, the method is only able to compute approximate gradients, which may be problematic for optimization methods that are sensitive to errors in the gradient calculation.

Viewed in the context of these other methods, the Variational Mode Learning strategy described in Section 5 has several particularly attractive properties:

1. In Variational Mode Learning, exact derivative calculations are used to optimize the MRF parameters. One benefit of using exact gradients is that convergence can be guaranteed by choosing the appropriate non-linear optimization algorithm.

2. Like the contrastive divergence scheme used in [13], it is possible to learn the parameters for models that consider the relationship between relatively large groups of pixels.

3. As Section 5 will show, this strategy is based on linear algebra routines that are available in most programming environments. This makes implementation of Variational Mode Learning relatively convenient. Our entire implementation of the training routines consisted of roughly 350 lines of MATLAB code. A sample implementation will be available at http://www.eecs.ucf.edu/~mtappen.

2. Markov Random Field Models and Energy Functions

An MRF can be written as a Gibbs distribution:

\[ p(x; \theta) = \frac{1}{Z} \exp \left( - \sum_{k=1}^{N_C} V_k(x_k; \theta) \right) \]  

(1)

where the sum is over all \( N_C \) cliques, \( k \), in the graph. Each function \( V_k(x_k; \theta) \) is a clique potential function associated with clique \( x_k \). The potential functions also have a set of parameters, \( \theta \). The term \( \frac{1}{Z} \), also known as the partition function, is a normalization constant that ensures the density integrates to 1.

In many vision applications, the clique potential functions often represent some sort of smoothness assumption. Assuming that the distribution is over images and that \( x \) can be structured as an image, many smoothness assumptions can be represented as

\[ V_k(x; \theta) = \rho(\theta^T x_k) \]  

(2)

where the vector \( x_k \) contains the variables in clique \( k \) and \( \theta \) is a vector of coefficients. The function \( \rho(\cdot) \) is some error function, such as \( \rho(x) = x^2 \) [3].

This model can represent many popular smoothness assumptions. For example, if \( \rho(x) = x^2 \) and \( \theta^T x_k \) is equivalent to computing the difference between neighboring pixels, Equation 2 is equivalent to the membrane model from [14, 19]. Making \( \theta^T x_k \) equivalent to computing second derivatives would instead represent the thin plate model.

Recently, researchers have demonstrated improved results on applications such as super-resolution [17], CCD demosaicing [17], image in-painting [13], and image denoising [13] by setting \( \rho(\cdot) \) to be a robust error function. Examples of robust error functions include the truncated quadratic function and the Lorentzian error function [3] which is

\[ \rho(x) = \log \left( 1 + \frac{1}{2} x^2 \right) \]  

(3)

A unique feature of robust error functions is that, unlike the quadratic error function, the magnitude of the derivative of the error function does not increase as the error rises. As shown in Figure 1, the rate of increase in the Lorentzian error function actually decreases as the error rises. This property makes this function robust to large outlier errors.

The Field of Experts model uses the Lorentzian error function to define the clique potentials. The model is defined by a set of linear filters, \( f_1 \ldots f_{N_f} \), and a set of weights, \( \alpha_1 \ldots \alpha_{N_f} \), that are associated with the filters. These filters and weights define a probability density over images, \( x \):

\[ p(x) = \frac{1}{Z} \exp \left( - \sum_{i=1}^{N_f} \alpha_i \sum_{r,c} \rho((x * f_i)(r,c)) \right) \]  

(4)

where \((x * f_i)(r,c)\) denotes the pixel at location \((r,c)\) in the image produced by convolving \( x \) with the filter \( f_i \). The inner sum is over all locations in each filtered image.

In [13], the density in Equation 4 is used as a prior. Depending on the task, it is combined with different likelihood functions to form posterior distributions over images. For
example, when denoising images, the Field of Experts prior is combined with a Gaussian likelihood function:

\[ p(x|y) = \frac{1}{Z} \exp \left( -\beta \sum_{r,c} (x(r,c) - y(r,c))^2 \right. \]

where \( y \) is a noisy observation of \( x \). The term \( \beta \) is a scalar weight. Denoised estimates of \( x \) can be found by maximizing either Equation 5 or the log of Equation 5. Throughout this paper, we will focus on models with the same form as 5, where the relationship between the observation, \( y \), and the latent image, \( x \), is Gaussian. We will also assume that \( \beta = 1 \).

3. Upper Bounds and Variational Methods

Given the noisy observation, \( y \), the denoised estimate of \( x \) can be found by optimizing a model like Equation 5 to find the denoised estimate of \( x \). This variational optimization method, described in Section 4, will form the basis of the learning algorithm described in Section 5.

In [9], Jordan et al. describe how \( \log(x) \) can be upper-bounded by a family of linear functions. The Lorentzian error function can be upper-bounded by a linear function, but it can be bounded by a quadratic function. For brevity, we will drop the \( \frac{1}{2} \) term from the Lorentzian function for the rest of this paper and focus on the function

\[ \rho(x) = \log(1 + x^2) \]

We define each quadratic upper bound as a quadratic function in \( x \) with coefficients determined by \( \lambda \):

\[ h(x, \lambda) = a(\lambda)x^2 + b(\lambda)x + d(\lambda) \]

The coefficient functions \( a(\lambda) \), \( b(\lambda) \), and \( d(\lambda) \) are chosen by imposing the following constraints on \( h(\cdot) \):

\[ h(\lambda_0, \lambda_0) = \log(1 + \lambda_0^2) \]

\[ h'(\lambda_0, \lambda_0) = \frac{2\lambda_0}{1 + \lambda_0^2} \]

\[ h'(0, \lambda_0) = 0 \]

The first constraint implies that the value of the quadratic function determined by \( \lambda_0 \) must be equal to the value of the Lorentzian function at \( \lambda_0 \). The second constraint requires that the quadratic bound have the same slope as the Lorentzian at \( \lambda_0 \), while the third constraint requires that the approximation has its minimum at 0. Effectively, \( \lambda \) is a variational parameter that indexes a set of quadratic upper-bounds on the Lorentzian error function. Each of these upper bounds touches the Lorentzian at two locations. Figure 2 shows these upper bounds for different values of \( \lambda \).

As Figure 2 shows, the Lorentzian error function can also be written as a minimization over the variational parameter \( \lambda \):

\[ \log(1 + x^2) = \min_{\lambda} \left( \frac{x^2}{1 + \lambda^2} + \log(1 + \lambda^2) - \frac{\lambda^2}{1 + \lambda^2} \right) \]

(8)

This can be verified by differentiating

\[ \frac{x^2}{1 + \lambda^2} + \log(1 + \lambda^2) - \frac{\lambda^2}{1 + \lambda^2} \]

with respect to \( \lambda \). The derivative will be equal to zero at \( \lambda = -x, 0 \) and \( x \). Checking the second derivative reveals that the second derivative is only positive at \( \lambda = -x \) and \( \lambda = x \). Plugging either of these values into Equation 9 verifies Equation 8. Families of quadratic upper-bounds for other robust penalty functions are described in [7] and [3].

4. Variational Optimization

Using this variational formulation of \( \log(1 + x^2) \), the task of finding the image, \( x \), that minimizes the negative log-posterior of the model can now be rewritten as:

\[ \min_{x, \lambda} \sum_{r,c} \alpha_i \left[ \frac{(x * f_i)(r,c)^2}{1 + \lambda_i^2} + \log(1 + \lambda_i^2) - \frac{\lambda_i^2}{1 + \lambda_i^2} \right] \]

\[ + \sum_{r,c} \left( x(r,c) - y(r,c) \right)^2 \]

(10)

Here \( \lambda_{i,r,c} \) denotes the unique variational parameter associated with every term in the exponent of Equation 5.

This suggests a two-step coordinate descent algorithm for finding the image, \( x \), that minimizes the variational negative log-likelihood in Equation 10.

1. Treat all values of \( \lambda \) as constants and minimize Equation 10 in terms of \( x \).
2. Treat \( x \) as a constant and minimize Equation 10 with respect to each \( \lambda \) by setting

\[ \lambda_{i,r,c} \leftarrow (x * f_i)(r,c) \]
for all filters and pixel responses. This step minimizes Equation 10 because, using Equation 8, each term
\[
\frac{\(x * f_i\)(r, c)^2}{1 + \lambda^2_{i, r, c}} + \log(1 + \lambda^2_{i, r, c}) - \frac{\lambda^2_{i, r, c}}{1 + \lambda^2_{i, r, c}}
\]
will be minimized when it equals \(\log(1 + (x * f_i)(r, c)^2)\). Setting each \(\lambda_{i, r, c}\) to \((x * f_i)(r, c)\) makes each of these terms equal to \(\log(1 + (x * f_i)(r, c)^2)\).

In each of these two steps, the optimal solution for one set of variables is computed, thus guaranteeing that the energy will never increase. The initial value of \(x\) can be any image, but the observed image, \(y\), is a logical initialization.

This variational optimization method is similar to continuation methods and the Graduated Non-Convexity (GNC) method \([4, 12]\). In the GNC method, a non-convex energy function is approximated with a set of approximate energy functions. The first approximation is convex, then succeeding approximations are adjusted to more closely match the energy function. Unlike the variational optimization described above, the successive approximations are not necessarily convex.

### 4.1. Minimizing with Respect to the Image

In Step 1 above, Equation 10 is minimized with respect to the current image estimate, \(x\). This section describes the basic steps for performing this minimization for the basic Field of Experts model described in Equation 5.

Performing this minimization is described most easily using matrix notation. Treating all \(\lambda\) as constants, Equation 10 can be rewritten using matrix notation by defining a set of convolution matrices \(F_1 \ldots F_{N_f}\). These matrices are defined such that multiplying an image, \(x\), that has been unwrapped into a vector, with a matrix \(F_j\) will return the unwrapped version of \(x * f_j\). Essentially, each matrix \(F_j\) represents convolution with filter \(f_j\). After dropping the constant terms in Equation 10, the quadratic minimization over \(x\) can be rewritten as
\[
F^T W(\lambda) F, \text{ where } F = \begin{bmatrix} F_1 \\ F_2 \\ \vdots \\ F_{N_f} \end{bmatrix} \tag{12}
\]

The matrix \(W(\lambda)\) is a diagonal matrix with the entry on the diagonal in row \(r^\prime\), \(w_{r^\prime r}\), set to
\[
w_{r^\prime r} = \frac{\alpha^2_{i, r, c}}{1 + \lambda^2_{i, r, c}} \tag{13}
\]
where \(i, r, \text{ and } c\) are the image indices of the constraint corresponding to row \(r^\prime\).

The quadratic term in Equation 10 can be incorporated by appending the identity matrix to \(F\) and solving the system \((F^T W(\lambda) F)^{-1} F^T W \hat{y}\), where \(\hat{y}\) is a vector created by unwrapping the observation and prepending the correct number of zeros. The matrix \(W(\lambda)\) is likewise extended with ones along the diagonal.

Thus, Step 1 can be rewritten as
\[
x \leftarrow (F^T W(\lambda) F)^{-1} F^T W(\lambda) \hat{y} \tag{14}
\]

### 5. Variational Mode Learning for MRF Parameters

Having shown how the Lorentzian MRF model can be optimized using a variational technique, this section describes how to use this optimization technique to learn the MRF parameters. We refer to this method for learning parameters as Variational Mode Learning because the parameters are found by minimizing the loss of an approximate mode of the MRF. This mode is found through variational optimization. To motivate the necessity of this method, Section 5.1 discusses how traditional maximum-likelihood learning is infeasible for many MRFs.

#### 5.1. Using the Likelihood to Learn MRF Parameters

Traditionally, the parameters of the MRF model are found by maximizing the log-likelihood of the training images, \(t^1 \ldots t^{N_t}\):

\[
\log p(t_1 \ldots t_{N_{t}}; \theta) = \sum_{m=1}^{N_s} \left( \sum_{k=1}^{N_C} V_k(t^m_{(k)}, \theta) \right) - \log Z \tag{15}
\]

where we have used \(p(t_1 \ldots t_{N_{t}})\) to denote \(P(t_1 \ldots t_{N_{t}})\).

The derivative of Equation 15 with respect to a parameter \(\theta_j\), \(\frac{\partial \log p(t_1 \ldots \hat{t}_k \ldots t_{N_{t}}; \theta)}{\partial \theta_j}\), can be expressed as using an expectation:

\[
- \left( \sum_{m=1}^{N_s} \sum_{k=1}^{N_C} \frac{\partial V_k(t^m_{(k)}, \theta)}{\partial \theta_j} - \mathbb{E}_p(x; \theta) \frac{\partial V(x^m_{(k)}, \theta)}{\partial \theta_j} \right) \tag{16}
\]

The expectation, denoted \(\mathbb{E}[\cdot]\) is computed using \(p(x; \theta)\), which is the probability density over images defined by the current parameters, \(\theta\).

Unfortunately, computing this expectation is infeasible for MRF models with loops in the graph defining the MRF. The Field of Experts model has loops, but Roth and Black were able to achieve good results by instead using a sampling strategy to minimize the contrastive divergence \([8]\). However, as discussed in Section 1.1, it is unknown whether this method converges, and the gradients computed are not exact.

#### 5.2. Using a Loss Function Instead

As recent work has pointed out, the difficulties of learning parameters using the log-likelihood can be avoided by focusing on the mode of the MRF’s distribution \([1, 10, 18]\). Instead of maximizing the likelihood of the training data, the parameters can be adjusted to make the most-likely point in the MRF as similar as possible to the ground-truth image. Given a training image, \(t\), and a loss function \(L(x, t)\) that penalizes the difference between \(t\) and \(x\), the
parameters $\theta$ can be found by using the following optimization:

$$\min_{\theta} L(x, t)$$

subject to $x = \arg\min_x -\log p(x|y; \theta)$

where $y$ is the observation. Assuming a differentiable loss function, this would be straightforward to optimize with gradient descent techniques if

$$\arg\min_x -\log p(x|y; \theta)$$

were also differentiable with respect to $\theta$. While this arg min expression cannot be differentiated, it can be replaced with an approximate solution.

Let $x^{N_I}(\theta)$ define the result returned by running $N_I$ iterations of the variational optimization steps defined in Section 4. Instead of trying to find the solution of the non-linear program in Equation 4, we propose solving the following problem:

$$\min_{\theta} L(x^{N_I}(\theta), t)$$

Essentially, we have replaced the maximum of $p(x|y; \theta)$ with the approximate maximum computed using $N_I$ iterations of the variational optimization method described in Section 4. As the next section will show, this approximate maximum can be differentiated analytically, thus allowing the parameters to be optimized with gradient-descent techniques.

This approach to estimating the MRF parameters is similar to that used by Geman and Reynolds [7]. Although [7] uses a different approach and assumptions to estimate the model parameters, both that approach and our approach estimate parameters based on the minima found through coordinate descent.

5.3. Differentiating the Approximate Solution

The key to optimizing Equation 18 is differentiating $x^n(\theta)$ with respect to $\theta$. These derivatives can be computed using this identity from matrix calculus:

$$\frac{\partial A^{-1}}{\partial x} = -A^{-1} \frac{\partial A}{\partial x} A^{-1}$$

The derivative of the loss, which we will shorten to $L$, computed with respect to a single parameter, $\theta_j$ is

$$\frac{\partial L}{\partial \theta_j} = \frac{\partial L}{\partial x^n} \frac{\partial x^n}{\partial \theta_j}$$

where $\frac{\partial L}{\partial x^n}$ is a $1 \times N_p$ vector and $\frac{\partial x^n}{\partial \theta_j}$ is a $N_p \times 1$ vector.

Using the chain rule, $\frac{\partial x^n}{\partial \theta_j}$ can be computed. Recall, from Section 4.1, that at each iteration

$$x \leftarrow (F^T W(\lambda) F)^{-1} F^T W(\lambda) \hat{y}$$

The diagonal weight matrix $W(\lambda)$ is computed using the variational parameters, which are in turn computed from the previous value of $x$.

Hence, $x^n(\theta)$ can be rewritten as

$$x^n(\theta) \leftarrow (F^T W(x^{n-1}(\theta), \theta) F)^{-1} F^T W(x^{n-1}(\theta), \theta) \hat{y}$$

The one tricky aspect of differentiating Equation 22 is that $x^n(\theta)$ depends on $\theta$ in two ways. First, the parameters, $\theta$, directly influence the weighting matrix, $W(x^{n-1}(\theta), \theta)$ and the filter matrices $F_1 \ldots F_N$, if the filters are part of the parameters. The second way that $\theta$ affects $x^n(\theta)$ is that $W(x^{n-1}(\theta), \theta)$ also depends on $x^{n-1}(\theta)$.

For clarity in the derivations below, we will introduce a new term $x^n(x^{n-1}, \theta)$. When using this notation, we treat $x^{n-1}$ as a constant that does not depend on $\theta$. Likewise, $x^n(x^{n-1}, \theta_j)$ will denote that $\theta_j$ is being treated as a constant.

Using this notation, $\frac{\partial L}{\partial \theta_j}$ can be written as

$$\frac{\partial L}{\partial \theta_j} = \frac{\partial L}{\partial x^n} \frac{\partial x^n(x^{n-1}, \theta)}{\partial \theta_j} + \frac{\partial L}{\partial x^n} \frac{\partial x^n(x^{n-1}, \theta_j)}{\partial \theta_j}$$

The second term in Equation 23 can be computed using the Jacobian matrix:

$$\frac{\partial L}{\partial x^n} \frac{\partial x^n(x^{n-1}, \theta_j)}{\partial \theta_j} = \frac{\partial L}{\partial x^n} J_{x^n}(x^{n-1}) \frac{\partial x^n(x^{n-1}, \theta_j)}{\partial \theta_j}$$

where $J_{x^n}(x^{n-1})$ is the Jacobian matrix relating $x^n$ and $x^{n-1}$.

Due to space limitations, we will not describe detailed derivations for computing quantities such as $\frac{\partial x^n(x^{n-1}, \theta)}{\partial \theta_j}$, though derivations for similar quantities can be found in [16]. A sample MATLAB implementation of these steps will be available at http://www.eecs.ucf.edu/~mtappen.

5.4. Computing the Derivatives Efficiently

Equation 24 suggests an efficient algorithm, reminiscent of the back-propagation algorithm for neural networks, for computing $\frac{\partial L}{\partial \theta_j}$:

1. Initialize $\frac{\partial L}{\partial \theta_j}$ to all zeros.
2. Initialize $\frac{\partial L}{\partial x^n}$, where $N_I$ is the number of variational optimization steps used to compute $x^{N_I}$. The optimization is started with the initial estimate $x^0$.
3. For $n = N_I \ldots 0$
   (a) $\frac{\partial L}{\partial \theta_j} \leftarrow \frac{\partial L}{\partial \theta_j} + \frac{\partial L}{\partial x^n} \frac{\partial x^n(x^{n-1}, \theta)}{\partial \theta_j}$
   (b) If $n > 0$, $\frac{\partial L}{\partial x^n} \leftarrow \frac{\partial L}{\partial x^n} J_{x^n}(x^{n-1})$

6. Learning Parameters for Denoising

In this section, we apply the learning algorithm described in the previous section to find MRF parameters for denoising images. Variational Mode Learning was used to find the parameters for two different models. Section 6.1 describes the results for a model that uses a fixed set of derivative filters, while Section 6.3 describes the results when learning a model identical to the Field of Experts model.
Besides demonstrating the effectiveness of the algorithm, the results from the model with a fixed set of filters, which we will refer to as the Robust Derivative model, will also provide a new way of describing the underlying mechanism that the Field of Experts model relies on. In [13], Roth and Black point out that filters in the Field of Experts model lack “the clearly interpretable structure of the algorithm, we used a step-size of 0.6 and 5000 iterations. We images using the Field of Experts implementation provided images in [13]. For comparison, we also denoised the Pentium IV workstation. Training the model was very efficient – eight iterations took 3.6 hours on a non-Gaussian. The parameters in the Robust Derivative model are the weights associated with each filter, $\alpha_1 \ldots \alpha_{N_f}$, and the $\beta$ parameters. As shown in Figure 1, the Lorentzian error function is convex near $x = 0$ and becomes non-convex as $x$ increases. In essence, each $\beta$ parameter controls the range of filter responses that fall in the convex portion. As $\beta$ becomes smaller, the model will behave more like a Gaussian MRF. As $\beta$ grows, the MRF’s behavior becomes more non-Gaussian.

The parameters $\alpha$ and $\beta$ were found by minimizing the loss function in Equation 18. Specifically, we minimized the squared-difference between the ground-truth images and the training images. For training, we used 400 $27 \times 27$ image patches. The noisy observations were created by adding noise with a standard deviation, $\sigma$, of 15. Rather than using the steepest-descent algorithm to optimize the loss function, we instead used the stochastic gradient descent algorithm. When optimizing with stochastic gradient descent, the parameter vector is updated by computing the gradient for a small subset of the data. This allows updates to be computed much more quickly. Vishwanathan et al. have found the stochastic gradient descent algorithm to work well for training Conditional Random Fields [20]. In the implementation used for the results in this section, each update was computed using two training examples.

Sixteen iterations of the variational optimization scheme were used when computing the image estimates during training. In other words, the loss was computed using $\mathbf{x}^{\theta_i}(\theta)$. As Figure 4 shows, the training stopped decreasing after eight iterations. Training the model was very efficient – eight iterations took 3.6 hours on a single 2.6GHz Pentium IV workstation.

To test the quality of the model, we tested with the same images used in [13]. For comparison, we also denoised the images using the Field of Experts implementation provided by Roth and Black. When running the Field of Experts code, we used a step-size of 0.6 and 5000 iterations. We
used a large number of iterations to get as close as possible to a true local maximum under the model. This enabled us to compare how well the two models capture the statistics of natural images. Denoised estimates were produced in a similar fashion using the Robust Derivative model.

Figure 5 shows a comparison of the RMS error in the estimate produced by each model over all the training images. In this figure, the Robust Derivative model produces better estimates for all those images where the plotted point falls above the red line. As can be seen in Figure 5, the two models perform quite similarly.

Examining the images in Figures 6 and 7 shows that the results are also qualitatively very similar. The primary difference is that the Robust Derivative model tends to bring out more of the fine detail in the images.

6.2. Using the Robust Derivative Model to Understand the Field of Experts Model

The similarity in the denoised estimates produced by the two models is significant because it provides insight into the computational mechanism underlying the Field of Experts model. The Robust Derivative model, from Equation 25, can also be expressed as an outlier process [3]. An outlier process can be expressed as

$$J(x) = \sum_{<x_i,x_j>} z_{<i,j>} (x_i - x_j)^2 + \Psi(z_{<i,j>})$$  (27)

where the sum is over all pairs of neighboring pixels in x. The quadratic term $(x_i - x_j)^2$ will cause outlier pairs to dominate the cost, but their influence can be trimmed by the variable $z$, where $0 \leq z \leq 1$. Each variable $z_{<i,j>}$ can be thought of as an indicator variable that decides whether or not to impose the quadratic penalty. The penalty function $\Psi(z_{<i,j>})$ prevents all $z_{<i,j>}$ from going to zero.

In [3], Black and Rangarajan show how the energy function in the exponent of Equation 25 can be expressed as an outlier process, similar to Equation 27. Using the outlier-process view, the Robust Derivative model can be viewed as imposing higher-order piecewise continuity on the estimated image. The continuity is piecewise because $z_{<i,j>}$ can go to 1 across edges and no continuity is enforced.

The similarity between the results from the Robust Derivative model and the Field of Experts model suggests that the Field of Experts model can also be viewed as imposing piecewise, higher-order continuity on the estimated image.

6.3. Learning Derivative Filters

The same learning algorithm can also be used to learn the derivative filters themselves. Using the same method described above, we trained a model identical to the Field of Experts model. In this model, each filter is expressed as the combination of a set of $5 \times 5$ basis filters. While
computing the gradient, almost 80% of the computation was in computing the matrix products, $F^TWF$ from Equation 12. The matrices corresponding to these filters are much less sparse than the matrices corresponding to the derivative filters, so computing the gradients took significantly longer.

Evaluated on the training set described above, the denoised estimates found using these filters and weights had an average RMS error of 8.07 and a mean PSNR of 30.25 dB. These results are comparable to those produced using the FoE model trained by Roth and Black. Using the parameters from Roth and Black, the average RMS error was 7.86 and the mean PSNR was 30.49 dB.

When denoising full-size images using these learned filters, we found it necessary to increase the weight of the quadratic term that penalizes the difference between the estimated image and the observed image. Given the much larger set of parameters to optimize over, compared to the Robust Derivative model, the filters are likely overly specialized for denoising $27 \times 27$ images. Utilizing computing clusters to optimize the model on larger images would likely lead to significantly improved results.

7. Conclusion

We have introduced a new method for learning the parameters of continuous-valued Markov Random Fields. Variational Mode Learning is relatively easy to implement and is based on computing exact derivatives of a loss function. This enables it to inherit convergence properties from the optimization algorithm used to train the parameters.

We have also shown how the parameters can be found efficiently using stochastic gradient descent and generate results that are comparable to those from the Field of Experts model. In particular, we have used Variational Mode Learning to train a derivative-based model to denoise images. The results from this model are quite similar to those from the Field of Experts model, suggesting that the Field of Experts model can be interpreted as imposing piecewise continuity on the image.
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