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Abstract

We present a systematic procedure for selecting facial
fiducial points associated with diverse structural charac-
teristics of a human face. We identify such characteris-
tics from the existing literature on anthropometric facial
proportions. We also present three dimensional (3D) face
recognition algorithms, which employ Euclidean/geodesic
distances between these anthropometric fiducial points as
features along with linear discriminant analysis classifiers.
Furthermore, we show that in our algorithms, when anthro-
pometric distances are replaced by distances between arbi-
trary regularly spaced facial points, their performances de-
crease substantially. This demonstrates that incorporating
domain specific knowledge about the structural diversity of
human faces significantly improves the performance of 3D
human face recognition algorithms.

1. Introduction

Automated person identification is a problem of con-
siderable practical significance. It has numerous applica-
tions including automated screening, surveillance, authen-
tication, and human computer interaction. Considerable
progress has been made in the area of two dimensional (2D)
face recognition in which intensity/color images of human
faces are employed. However, 2D systems are reported to
perform poorly when variations in facial pose, ambient illu-
mination, or facial expression are present [20].

Recently, research attention is being directed towards de-
veloping algorithms for three dimensional (3D) face recog-
nition [11]. For such techniques, 3D facial models are ei-
ther explicitly captured using 3D image acquisition devices
or are synthetically generated from 2D images using mor-
phing techniques. The 3D shape of a face depends on its
anatomical structure and is independent of its pose which
can be corrected by rigid rotations in 3D space [17]. Fur-
thermore, when 3D facial models are acquired using active
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devices (e.g., laser range finders), they are not affected by
ambient illumination conditions during image acquisition.

A few techniques for 3D face recognition that are based
on geometric properties of local facial landmarks/fiducial
points, and Euclidean distances, ratios of distances, or an-
gles between them have been developed [9, 18, 15, 23, 14].
However, in none of these analyses has the choice of local
facial geometric features been founded on a fundamental
understanding of discriminatory structural characteristics of
the human face.

In this paper, we present a novel systematic procedure for
selecting facial fiducial points associated with diverse struc-
tural characteristics of a human face. We identify such char-
acteristics from the existing literature on anthropometric fa-
cial proportions [6]. We also present novel effective face
recognition algorithms, which employ Euclidean/geodesic
distances between these anthropometric fiducial points as
features along with linear discriminant analysis (LDA) clas-
sifiers.

Previously, we had demonstrated the superior perfor-
mance of similar algorithms over the 3D ‘eigensurfaces’
and 3D ‘fishersurfaces’ approaches [10]. In this paper, we
further demonstrate how the choice of facial fiducial points
critically effects the performance of 3D face recognition al-
gorithms that employ distances between them as features.
Specifically, we show that in our proposed algorithms, when
anthropometric facial distances are replaced by distances
between arbitrary regularly spaced facial points, their equal
error rates (EER) decrease by nearly an order of magni-
tude and rank 1 recognition rates (RR) also decrease sig-
nificantly.

2. Related work

The majority of existing 3D face recognition algo-
rithms are ‘holistic,” in which facial information from entire
faces/facial range images is employed. These include statis-
tical techniques e.g., principal component analysis (PCA),
LDA, or hidden Markov models that are applied to depth



values of facial range images, and techniques involving it-
erative rigid alignment and comparison of facial models
[11]. Statistical techniques are straight-forward extensions
of successful 2D techniques to facial range images where
it is not obvious as to what discriminatory facial informa-
tion is encoded. Facial surface matching techniques, on the
other hand, are computationally expensive [17], which lim-
its their practical applicability.

In comparison to ‘holistic’ techniques, 3D face recogni-
tion algorithms based on local geometric facial character-
istics are relatively less developed. This is true despite the
fact that two out of three of the most successful 2D face
recognition techniques at the Face Recognition Vendors
Test 2002 [20], were based on local facial features (elastic
bunch graph matching (EBGM) [24] and local feature anal-
ysis [19]). Furthermore, a combination of 2D EBGM and
3D EBGM (extension of 2D EBGM to facial range images)
has resulted in the most successful 2D+3D face recogni-
tion technique evaluated on the benchmark Face Recogni-
tion Grand Challenge (FRGC) data set [14]. However, in
this analysis the authors observed that 2D EBGM signifi-
cantly outperformed 3D EBGM. They highlighted the need
to design local features-based 3D face recognition tech-
niques based on an understanding of discriminatory facial
characteristics in order to realize their potential.

Other notable 3D techniques based on local facial fea-
tures are those by Gordon [9] and Moreno et al. [18], in
which the authors employed surface areas and curvatures of
facial landmarks, and distances and angles between them
with a nearest neighbor classifier. Lee et al. [15] reported
a technique where positions, distances, ratios of distances,
and angles between 8 fiducial points were employed as fea-
tures with a support vector machine classifier. Wang et al.
[23] employed ‘point signatures’ at four fiducial points as
features. This technique was found to be robust to varia-
tions in facial pose and expression.

Pattern recognition techniques based on local features of
objects are known to be less affected by global variations
including noise, occlusions, and rotations [1, 16]. For the
task of face recognition, such techniques present a further
advantage that the choice of local facial features can be
guided by domain specific knowledge about the structural
diversity of human faces. However, in all existing 3D algo-
rithms based on local facial features, such an approach has
not been adopted for selecting facial landmarks. Rather, the
choice of landmarks has either been arbitrary [9, 18, 15, 23]
or an extension of 2D local features-based techniques [14].
In comparison to 2D facial images that provide information
about facial texture, 3D facial models provide rich informa-
tion about facial structure, making the 3D face recognition
problem fundamentally different from the 2D problem. This
may explain why Hiisken ef al. [14] observed better perfor-
mance for 2D EBGM than for 3D EBGM.

Hence, it is to our advantage to identify and exploit dis-
criminatory facial structural information to design effective
3D face recognition algorithms. In this paper, we address
this issue and present a technique for systematically identi-
fying discriminatory facial measurements between specific
facial fiducial points from the existing literature on anthro-
pometric facial proportions. We present effective 3D face
recognition algorithms that employ these measurements.
Furthermore, we demonstrate how our proposed selection
of anthropometric fiducial points results in significantly su-
perior performance relative to algorithms that employ facial
measurements between arbitrary facial fiducial points.

3. Methodology
3.1. Fiducial points selection

Our first novel contribution is the identification of dis-
criminatory facial structural characteristics from the exist-
ing literature on anthropometric facial proportions. Anthro-
pometry is the branch of science that deals with the quan-
titative description of physical characteristics of the human
body. Anthropometric cranio-facial proportions are ratios
of pairs of straight-line and/or along-the-surface distances
between specific cranial and facial fiducial points [6]. For
example, the most commonly used nasal index N1 is the
ratio of the horizontal nose width to the vertical nose height
(N1 = (al — al)/(n — sn) from Figure 1(b)). Intuitively,
anthropometric facial proportions quantify relationships be-
tween different sub-parts of the human face. The science of
physical facial anthropometry has existed for nearly three
centuries, over the course of which researchers have have
proposed, measured, recorded, and employed numerous an-
thropometric proportions for various tasks.

Cranio-facial proportions are widely employed in art and
sculpture as guiding canons for creating well-proportioned
ideal faces, in anthropology for analyzing prehistoric hu-
man remains [3], for quantifying facial attractiveness [8],
for analyzing facial disproportionality in anomalies or af-
ter injury as an aid to planning facial cosmetic and recon-
structive surgery [6, 21], and recently for creating paramet-
ric models of human faces in computer graphics [4]. As
far back as 1939, Hrdlicka emphasized the importance of
anthropometric facial proportions for comparing groups of
people or populations [13]. However, they have not been
employed for designing 3D face recognition algorithms.

After extensively examining prior literature on physi-
cal anthropometry, Farkas consolidated a list of 129 of
the most basic cranio-facial anthropometric proportions that
had been employed for various tasks [6]. She also recorded
their average and standard deviation (o) values by collect-
ing physical measurements for 1312 adult human subjects
belonging to diverse ethnic, gender, and age groups [6, 7].
From among these, we identified 70 anthropometric propor-
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Figure 1. The figure depicts (a) 25 anthropometric fiducial points on a texture image; (b) 25 anthropometric fiducial points on a range
image; (c) 25 arbitrary equally spaced points overlaid on the main facial features.

tions that can be reliably calculated by locating appropriate
facial fiducial points on facial models normally acquired us-
ing 3D devices.

From among these 70 facial proportions, we selected a
third (23) of the most variable anthropometric facial propor-
tions (with the highest standard deviation values presented
in Table 1) as being representative of discriminatory facial
structural characteristics. We reasoned that characteristics
that display wide variation between individuals are likely to
be most useful for distinguishing them. This information
forms the basis of our proposed 3D face recognition algo-
rithms.

We manually located 25 anthropometric facial fiducial
points (Figure 1(a)) associated with these 23 most variable
anthropometric proportions (Table 1) on the color image of
each the 1128 facial models in our data set. Since we em-
ployed a stereo imaging system to acquire facial data, pairs
of facial color and range images of each subject were per-
fectly aligned. Hence, the corresponding locations of fidu-
cial points on range images were automatically obtained
(Figure 1(b)).

For this intermediary analysis, which was designed to
evaluate the potential and feasibility of our proposed face
recognition algorithm based on anthropometric facial mea-
surements, we located the fiducial points manually. We rea-
soned that only upon establishing the feasibility of our tech-
nique, would it be worthwhile to develop algorithms to au-
tomatically locate these fiducial points, which will be our
next step towards building a fully automatic system.

3.2. Feature extraction and classification

For all algorithms presented in this paper, we employed
features calculated from facial range images only. We
employed (a) 300 3D Euclidean distances, and (b) 300
geodesic distances between all pairs of the 25 anthropomet-
ric facial fiducial points (Figure 1(b)) as features for two 3D
face recognition algorithms: EUCanT and GEOanr, respec-
tively. We calculated geodesics using the Dijkstra’s shortest
path algorithm by defining 8 connected nearest neighbors
about each point [5, 22].

We investigated geodesic distances as they have not
been employed previously for local features-based 3D face
recognition algorithms. Geodesics are known to perform
better than Euclidean distances at representing ‘free form’
surfaces [12]. Furthermore, a recent study suggested that
changes in facial expressions may be modeled as isometric
deformations of the facial surface [2], under which intrinsic
properties including geodesics of a surface remain constant.
Hence, algorithms based on geodesic distances are likely to
be robust to changes in facial expressions.

For both the EUCsNnT and GEOany algorithms, we in-
dividually selected subsets of the most discriminatory dis-
tance features using stepwise linear discriminant analysis
(‘stepdisc’, SAS Institute Inc., NC, USA) and reduced each
subset of features further to 11 dimensional (11D) spaces
using Fisher’s LDA. These steps were applied only to a
training data set and all images in the test data set were pro-
jected onto the learned LDA directions. We calculated the
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Table 1. The table presents the 23 most variable anthropometric fa-
cial proportions along with their standard deviation (o) values for
adult humans reported by Farkas [6]. The corresponding fiducial
points are depicted in Figure 1(b). Nasal proportion are denoted
by N, orbital proportions by O, facial proportions by F', and L
denotes proportions associated with the lips and mouth region.

final distance between faces in the 11D LDA space using
the Euclidean distance metric.

3.3. Effect of facial fiducial points

We also investigated the effect of the selection of facial
fiducial points on the performance of our proposed 3D face
recognition algorithms. We repeated the two algorithms
with Euclidean and geodesic distances between arbitrary
facial points placed along a regularly spaced rectangular
grid overlaid on the primary facial features (Figure 1(c)),
instead of distances between anthropometric fiducial points
(Figure 1(b)). We denote these algorithms by EUCsgr and
GEOAagg, respectively. The grid points were always located
in the range image region between left and right coordinates
of 80 and 420, respectively, and upper and lower coordi-
nates 173 and 526, respectively. For the facial range im-
ages that we employed, these limits enclosed the central
region of all faces. This choice of arbitrary facial points
was motivated by the fact that they capture distances be-
tween the significant facial landmarks (the eyes, nose and
the mouth regions) without requiring localization of specific
facial fiducial points and have been employed in previous
3D face recognition algorithms [17].

3.4. Performance evaluation

We employed a data set, which contained 1128 3D facial
models of 105 subjects. Shape and texture data for each
face was acquired using an MU-2 stereo imaging system
manufactured by 3Q Technologies Ltd. (Atlanta, GA). The
data contained neutral and smiling faces with/without open
mouths. All subjects were requested to remove hats and
eye-glasses.

All 3D facial models were normalized to a canonical
frontal pose by iteratively registering them to a template
face in that orientation. A pair of 3D range and color im-
ages for each pose normalized face were constructed (Fig-
ures 1(a) and 1(b)). Hence at each (x, y) location of a face,
a depth (z) value and a set of (r, g, b) values was available.
The facial range images were of size 715 x 501 pixels and
had a resolution of 0.32 mm along the x, y and 2z dimen-
sions (courtesy Advanced Digital Imaging Research, LLC,
Friendswood, TX). We median filtered the range images to
remove impulse noise, filled holes by a process of bicubic
interpolation and low pass filtered them using a Gaussian
kernel of size 7 x 7 pixels and o0 = 1.

The data was randomly partitioned into a training set
containing 360 range images of 12 subjects (30 images per
subject) in neutral or expressive modes, and a test set con-
taining the remaining images. All the steps involved in fea-
ture selection and classifier training were performed using
only the training data and were applied to data in the inde-
pendent test set. The test set was further randomly parti-
tioned into a gallery set and a probe set. Consistent with
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Figure 2. The figure presents (a) ROC curves for the verification performance, and (b) semi-logarithmic plots of the CMC curves for the
identification performance of 3D face recognition algorithms, for all probe images.

the established face recognition evaluation protocols [20],
the gallery set contained one image each of 105 subjects
with a neutral facial expression. The probe set contained
another 663 images of the gallery subjects with a neutral or
a smiling (with/without open mouth) facial expression. In
the probe set, the number of range images of each subject
varied from 1 to 55.

We evaluated the performance of the four 3D face recog-
nition algorithms separately for the entire probe set, for neu-
tral probes only, and for expressive probes only. Verification
performance was evaluated using receiver operating char-
acteristic (ROC) curve methodology and EER values and
areas under the ROC curves (AUC) were noted. Identifi-
cation performance was evaluated using cumulative match
characteristic (CMC) curves and the rank 1 RR values were
observed. Statistical 95% confidence intervals for the EER,
AUC, and the rank one RR values were obtained empiri-
cally by bootstrap sampling.

4. Results

Tables 2 and 3 present the EER and the AUC values for
the verification performance of the four 3D face recognition
algorithms that we implemented. The corresponding ROC
curves are presented in Figure 2(a). Rank 1 RR values are
presented in Table 4 and the CMC curves are depicted in
Figure 2(b). Error bars for the 95% confidence intervals of
each observed quantity are also presented in the tables.

Both the proposed algorithms EUCsnt and GEOanr that
employed anthropometric facial distances, performed well
with observed EER values of 1.6% and 1.3%, respectively,

and rank 1 RR values of 97.6% and 94.7%, respectively.
GEOaNT Was more robust to variable facial expressions than
EUCunr at the task of verifying faces. This can be inferred
from the fact that the difference between the AUC and EER
values of neutral and expressive probes for GEOanr, was
less than that for EUCaNT (Tables 2 and 3).

Overall, both the algorithms that employed anthropomet-
ric facial distances performed significantly better than the
corresponding algorithms that employed distances between
arbitrary regularly spaced facial points. The EER values
for EUCANT and GEOant were nearly 85% lower, and their
AUC values were nearly 95% lower than the correspond-
ing values for EUCsrp and GEOagg, respectively (Tables 2
and 3). The rank 1 RR value for EUC Nt Was significantly
higher (by 29%) than that for EUCsgp. Similarly, the rank
one RR value for GEOanT Was also significantly higher (by
9%) than that for GEOsgrg (Table 4).

5. Discussion

In this paper we identified discriminatory facial struc-
tural characteristics from the existing literature on anthro-
pometric facial proportions. We hypothesized that facial
measurements associated with highly variable anthropomet-
ric facial proportions are likely to be useful for distinguish-
ing individuals. In order to investigate further whether this
was the case, we separately ranked the anthropometric Eu-
clidean and the geodesic distance features that we employed
in the EUCanT and the GEOant algorithms, respectively,
in descending order of their individual Fisher’s ratio val-
ues. The 20 most discriminatory anthropometric Euclidean



Neutral Probes Expressive Probes All Probes
Algorithm | EER (%) CI EER (%) CI EER (%) CI
EUCaBr 11.2 9.4 13.1] 9.8 [7.2 13.2] 10.6 9.1 12.5]
GEOagr 8.5 6.6 11.3] 53 2.5 T7.5] 7.6 [5.9 8.7]
EUCant 0.9 [0.7 1.5] 29 1.7 4.0] 1.6 1.1 2.2]
GEOanT 1.1 [0.8 1.5] 1.7 0.7 2.3] 1.3 [0.9 1.7]

Table 2. The observed EER values and their 95% confidence intervals for the verification performance of 3D face recognition algorithms.

Neutral Probes Expressive Probes All Probes
Algorithm | AUC x10~2 CI AUC x1072 CI AUC x1072 CI
EUCxrs 3.42 [2.58 4.39] 4.71 [2.82 7.73] 3.81 [3.12 4.79]
GEOaRrsp 2.29 [1.70  3.04] 2.00 [0.83 3.83] 2.18 [1.58 2.88]
EUCant 0.09 [0.05 0.18] 0.32 [0.13  0.65] 0.17 [0.10 0.24]
GEOanT 0.09 [0.07 0.11] 0.16 [0.10 0.23] 0.12 [0.09 0.15)

Table 3. The observed AUC values and their 95% confidence intervals for the verification performance of 3D face recognition algorithms.

Neutral Probes Expressive Probes All Probes
Algorithm | RR (%) CI RR (%) CI RR (%) CI
EUCxrg 74.4 [70.4 78.4] 79.2 [73.2 85.2] 75.7 [72.6 78.9]
GEOars 85.8 [82.6 89.0] 88.5 [83.6 93.2] 86.6 [83.6  89.3]
EUCant 97.9 [96.5 99.2] 96.7 [94.0 98.9] 97.6 [96.4 98.6]
GEOanT 95.2 [93.3 97.1] 93.4 [89.6 96.7] 94.7 [92.9 96.2]

Table 4. The observed rank 1 RR values and their 95% confidence intervals for the identification performance of 3D face recognition

algorithms.

and geodesic distance features are depicted in Figure 3. In-
terestingly, these most discriminatory distance features are
predominantly associated with the nasal region of the face
as are a majority (12 out of 23) of the anthropometric facial
proportions reported to be highly variable for adult humans
(Table 1). This observation further substantiates our hy-
pothesis and suggests that identifying highly variable struc-
tural characteristics of the human face can be an effective
way of discovering discriminatory facial information.

Farkas also identified cranio-facial proportions with sig-
nificantly different mean values for the two sexes [7] and
for different ethnic groups of humans [8]. Interestingly, 17
(010, 012, N1, N6, N7, N8, N15, N16, N30, N31,
N33, L1, L4, L5, L6, L7, and L14) out of the 23 facial
proportions that we selected (Table 1) were also reported to
be significantly different for the two sexes by Farkas [7],
and one (IN7) was reported to be significantly different for
various ethnic groups of humans [8]. It is very likely that
these factors also contribute to the success of our proposed
3D face recognition algorithms based on anthropometric fa-
cial distances.

Our proposed 3D face recognition algorithms based on
anthropometric facial distances performed significantly bet-
ter than corresponding algorithms that employed distances
between arbitrary facial points (Figure 2). This confirms

(a)

(b)

Figure 3. The figure shows (a) the 20 most discriminatory Eu-
clidean distance features, and (b) the 20 most discriminatory
geodesic distance features. Note that the geodesic distances are
symbolically depicted by straight lines. In reality geodesics paths
are along the facial surface.

the fact that 3D face recognition algorithms benefit signif-

icantly by incorporating domain specific knowledge about

the structural diversity of human faces into their design.
For the existing 3D face recognition techniques based on



local facial features, rank one RR values ranging from 78%
to 100% have been reported on data sets of varying sizes
[11]. Higher recognition rates in general have been reported
for data sets containing 3D models of relatively few sub-
jects. However, the performances of these algorithms and
ours are not directly comparable as they all have been eval-
uated on different data sets, using different different train-
ing and evaluation protocols. The rank 1 RR values attained
by our proposed algorithms on our data set, however, were
higher than that achieved by the 3D EBGM algorithm (rank
1 RR =86.9%), on the FRGC data set of 466 subjects [14].

In conclusion, we have identified discriminatory facial
structural characteristics from the literature on facial an-
thropometry and have developed effective 3D face recogni-
tion algorithms that incorporate them. We have empirically
demonstrated the effectiveness of our proposed algorithms,
their robustness to changes in facial expressions, and su-
perior performance relative to algorithms that employ dis-
tances between arbitrary facial fiducial points. As a follow
up to this analysis, we will investigate techniques to auto-
matically locate anthropometric fiducial points. This would
be the next logical step towards building a completely auto-
matic 3D face recognition system based on discriminatory
anthropometric facial measurements.
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