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Abstract

Two new techniques are proposed to improve stereo
matching performance in this work. First, to address the
disparity discontinuity problem in occluded regions, we
present a disparity estimation procedure, which consists of
two steps; namely, a greedy disparity filling algorithm and
a least-squared-errors (LSE) fitting method. Second, it is
observed that the existing fronto-parallel model with color
segmentation is built upon the piecewise constant surface
approximation, which is however not efficient in approxi-
mating slanted or curved objects. We use a piecewise linear
surface model to represent 3-dimensional (3D) geometric
structure for better surface modeling. The proposed stereo
matching system with these two new components is evalu-
ated with Middlebury data sets with excellent quantitative
and qualitative results.

1. Introduction

The goal of stereo matching is to estimate the depth in-
formation by finding correspondence pairs from a pair of
stereo images. Even though it is a classical problem that has
been extensively studied for several decades, it is still one of
the most challenging problems in the field of computer vi-
sion and attracts a large amount of attention. We have seen
new interests in accurate stereo matching in recent years due
to emerging applications such as 3-dimensional (3D) TV,
image and video based rendering, and stereo video coding.

One of the main challenges in stereo matching is to han-
dle the disparity estimation in occluded areas. Since oc-
cluded areas are only visible in one image of a stereo image
pair, there is no sufficient information to find the correspon-
dence between the two input images. A disparity estimation
procedure is proposed to address this issue.

Furthermore, there are many different object shapes in
the real world. The traditional fronto-parallel model with
color segmentation is inherently built upon a piecewise con-
stant surface model. However, this model does not work
well for highly slanted and/or curved surfaces. To overcome
this shortcoming, we consider the use of a piecewise linear

surface model to represent 3-dimensional (3D) geometric
structure for better surface modeling.

The stereo matching system with proposed disparity esti-
mation and surface modeling is evaluated with Middlebury
data sets. Excellent performance is achieved in terms of
both subjective qualitative evaluation and objective quanti-
tative measures.

1.1. Related Previous Work

We refer to [11] for a general survey on the history and
concepts of stereo matching. In the following, we provide
a review of previous work on disparity estimation in occlu-
sion regions and surface modeling in the context of stereo
matching.

To detect occluded regions and estimate disparity val-
ues in these regions have been recently studied in [6, 12]
by new graph models with the uniqueness or the visibility
constraint. The uniqueness constraint assumes the one-to-
one pixel correspondence between every stereo image pair.
Kolmogorov and Zabih [6] used an infinity penalty to re-
flect the uniqueness constraint in their energy cost function.
The visibility constraint assumes that the non-occluded re-
gion between a stereo image pair has at least one match.
Thus, this constraint allows one-to-many pixel correspon-
dence. Sun et. al. [12] incorporated the visibility constraint
in their energy cost function by treating left and right im-
ages equally. Then, to assign disparity values in detected
occluded regions, the disparity of the closest visible pixel
to the left direction is used in the left image. However,
one main weakness of these approaches is to enforce the
same discrete disparity value in one segmented region. This
is a direct consequence of the fronto-parallel model, which
means that all surfaces are in parallel with the image plane
of stereo cameras.

To improve the fronto-parallel model for slanted and/or
curved objects that are close to the stereo camera pair,
more sophisticated prior models and matching algorithms
are needed. Some approaches have been proposed before,
andh they can be classified into two categories as detailed
below.

The first one uses a continuous prior term in the energy
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equation. Ogale and Aloimonos [10] proposed a method to
handle a horizontally slanted surface, which relies on un-
equally sampled correspondences and the 3D uniqueness
constraint. Tsin and Kanada [13] proposed a correlation-
based prior to represent the geometric model. Li and Zucker
[7] proposed a new prior term based on differential geomet-
ric constraints for slanted and curved surface. While these
algorithms estimate the smoothly varying disparity value in-
side objects, they do not work well with disparity disconti-
nuity regions along object boundaries.

The second one decomposes disparity estimation into
two steps: disparity optimization and surface fitting. Birch-
field and Tomasi [2] used an affine system to model a
slanted surface. Based on an initial disparity map obtained
by the multiway-cut algorithm, they partitioned an image
into non-overlapping regions and assumed that each region
is a planar surface with a set of affine parameters to repre-
sent the displacement function. A bicubic B-spline model
and a tensor voting framework were proposed by Lin and
Tomasi [8] and Mordohai and Medioni [9], respectively, to
compute the 3D geometric surface, where the 3D geometric
information of each pixel is estimated by the 3D geomet-
ric function of neighbor pixels. This approach estimates
an accurate disparity map inside an object while maintains
sharp and precise disparity discontinuity regions along ob-
ject boundaries. The main problem with the second ap-
proach is the size of the surface region is the same as the 3D
geometric information. If the entire object is modeled by a
planar surface, it would be difficult to represent a curved
surface region. On the other hand, if the 3D coordinates of
each pixel are determined based on the 3D geometric in-
formation of neighbor pixels, the model should work well
for different types of surfaces but the associated complex-
ity would be too high and the obtained result could be too
noisy.

1.2. Contributions and Paper Organization

The current graph models work well in occlusion de-
tection and disparity estimation when occluded regions are
small or narrow. However, for large or complex occluded
regions, their performance degrades substantially. Thus,
more advanced techniques are needed for disparity estima-
tion in occluded regions. After determining unreliable pix-
els that fail the correspondence check, a new disparity es-
timation technique for unreliable pixels is proposed in this
paper, which uses the binocular and monocular information
sequentially to to fill in disparity data in big and complex
occluded regions. This is the first major contribution of this
work.

Various surface models as reviewed in Section 1.1 do
not yield good disparity results due to the size of a surface
segment. To address the problem, we propose a piecewise
linear surface model that consists of linear planar patches

that are grouped by disparity similarity with disparity vari-
ation restriction. Each patch has 3 parameters to represent
the 3D geometric structure locally. Thus, this model main-
tains both simple and good approximation capability. This
is the second major contribution of this work. The proposed
stereo matching scheme is evaluated by Middlebury data
sets quantitatively and qualitatively. The performance eval-
uation shows that the proposed algorithm is among one of
the top ranked algorithms.

The rest of this paper is organized as follows. An
overview of the proposed algorithm is given in Section 2.
The initial matching module is discussed in Section 3. The
problem of unreliable pixel detection is address in Section
4. Then, the process of occlusion handling is presented in
Section 5. All processing modules described in Sections
3-5 are based on the fronto-parallel surface model. Then,
we propose a piecewise linear surface model in Section 6.
Experimental results are given in Section 7 and concluding
remarks are followed in Section 8.

2. Overview of Proposed Algorithm

As shown in Fig. 1, our stereo matching algorithm con-
sists of the following four processing modules: (1) initial
matching; (2) cross checking and outlier removing; (3) dis-
parity filling; (4) surface modeling.

The four processing modules are roughly explained be-
low.

• Initial matching. The inputs to the initial matching
module consist of a pair of rectified stereo images with
their associated color segmentation results. The α-
expansion algorithm in [3], which is based on the tech-
nique of graph cuts, is used to construct initial dense
left and right disparity maps in this module.

• Cross checking and outlier removing. The main pur-
pose of this module is to identify pixels which have un-
reliable disparity. Cross checking is conducted based
on the uniqueness constraint that assumes the one-to-
one mapping between correspondences of every stereo
image pair. The conventional uniqueness constraint
cannot be applied properly to the stereo image pair
with highly slanted object surfaces. To manage them,
we need to generalize the criteria adopted by cross
checking. For outlier removing, we allow a larger dis-
parity range in one color segment, which is determined
by the ratio of the group of disparity and unreliable
pixels. Such flexibility makes the proposed overall al-
gorithm more robust to color segmentation errors.

• Disparity filling. The main purpose of this module is
to estimate the disparity for unreliable pixels identified
by the module of cross checking and outlier removing.



Figure 1. Overview of the proposed stereo matching algorithm.

Two algorithms are performed to explore the binocu-
lar and monocular information, respectively, so as to
minimize the energy function locally.

• Surface modeling. We group neighboring pixels that
have a similar disparity value into a set to form a
slanted surface candidate by some criteria. After the
grouping, a plane normal vector of each object is es-
timated by the random sample consensus (RANSAC)
algorithm [5].

More details of the four processing modules will be
given in Sections 3-6.

3. Initial Matching

The family of graph cuts algorithms, which is based on
the Markov random field (MRF), has been shown to pro-
vide a robust result in stereo matching. One such algorithm,
known as the α-expansion algorithm [3], is used in the ini-
tial matching module. This algorithm minimizes an energy
cost function of the following form

E(D) = min (Edata(D) + Esmooth(D)) , (1)

where D is the disparity map, Edata(D) is the data term
that computes the error cost between a stereo image pair,
and Esmooth(D) is the smoothness term that characterizes
the smoothness between neighboring pixels. In our imple-
mentation, the data term is treated by following Birchfiel-
Tomasi’s work [1] while Potts’ model is employed for the
smoothness term as done in [3]. This module yields initial
left and right disparity maps.

The reason to use the α-expansion algorithm is due to
its simplicity. Please note that it is a basic graph-cuts algo-
rithm, which does not consider occlusion detection and dis-
parity guessing in the occluded regions. It does not include
any slanted surface model either. However, its performance
will be gradually improved by modules that follow.

4. Unreliable Pixel Detection

Unreliable pixels will be detected by the module of cross
checking and outlier removing. Once being detected, they
will demand special treatment in later modules.

4.1. Cross Checking

A simple test in cross-checking is given by

|dl(x, y) + dr(x′, y)| < 1, (2)

where (x, y) and (x′, y) are the correspondence pair (i.e.
x+ d(x, y) = x′) and dl(x, y) and dr(x′, y) are the left and
right disparities for points (x, y) and (x′, y), respectively.
Despite its simplicity, the test in Eq. (2) is one of popular
choices to determine consistency in stereo vision. It comes
from the uniqueness constraint, which assumes the one-to-
one correspondence between pixels of a stereo image pair.

It is however desirable to allow one-to-many mapping
for highly slanted object surfaces. Thus, we consider a gen-
eralized test to cover the one-to-many mapping scenario as

|dl(x, y) + dr(x′, y)| ≤ t, (3)

where t ≥ 1. It means that an object with slanted sur-
faces whose disparities between the left and right images
are within t pixels.

4.2. Outlier Removing

To remove outliers for each color segment, plane fitting
is used widely. It is assumed that each segment is in the
same plane so that pixels in the segment should have simi-
lar disparity values. The plane fitting algorithm adjusts dis-
parities of outliers so that they still fall into a pre-specified
disparity range. However, it is often that color segmented
regions are so big that all pixels in one segment may not
produce similar disparities.

In our implementation, the mean shift algorithm [4] is
used for color segmentation. After that, outlier removal is
used to cluster reliable disparities in a color segment into
groups and identify unreliable disparity based on the fol-
lowing two measurements:

• the ratio of occlusion in a segment;

• the ratio of each disparity in a segment.

On one hand, if the ratio of occlusion is larger than a thresh-
old, the disparity values of all pixels in the segment are ig-
nored since all of them will be treated as unreliable pix-
els, which demand special treatment as discussed later. On
the other hand, if the ratio of occlusion is smaller than the
threshold, disparity values are clustered and the ratio of



each disparity cluster in the segment is calculated. If the
ratio of a disparity class is larger than a threshold, their dis-
parities are survived. Otherwise, they are treated as unreli-
able pixels, too.

5. Disparity Filling

Disparity values of unreliable pixels are estimated using
both binocular and monocular information. Two algorithms
are proposed; i.e., a greedy disparity filling scheme and a
least-squared-errors (LSE) fitting scheme. They are detailed
below.

5.1. Greedy Disparity Filling

The basic assumption for the greedy disparity filling
scheme is that the disparity of an unreliable pixel is the same
as that of one of its neighbors in the same color segment.
The binocular and the monocular image data are used se-
quentially. First, the algorithm using the binocular image
data is stated with an example below.

1. We consider an unreliable pixel, denoted by p, and its
8 neighbor pixels labeled by np1 to np8 as shown Fig.
2 (a). The number in the bracket below each pixel rep-
resents a color value. For simplicity, only one of the
RGB color values is considered in this example.

2. We sort neighbor pixels by the absolute color differ-
ence with respect to pixel p. The result of Step 2 is
shown in Fig. 2 (b). The number in the parenthesis
after np1-np8 is the sorted number while the absolute
difference value is also shown inside the parallel bar.

3. We begin with the smallest sorted number j. If the
following two conditions are met

• p and np(j) are in the same color segment;

• |IL(x, y) − IR(x + d, y)| < s, where IL and IR

are the left and the right images, respectively,
(x, y) is the position of pixel p and s is a thresh-
old;

we assign the disparity value d of pixel np(j) to pixel
p. Otherwise, the sorted number is incremented by
one, and Step 3 is repeated.

If j = 8 and the above two conditions are still not met,
we will terminate the above binocular image processing step
and try to fill the disparity value of p by another algorithm
with the monocular information alone. For the monocular
image processing, we replace the second condition in Step
3 by

|IL(x, y) − IL(x + m, y + n)| < s,

(a) 8 neighbor pixels (b) Sorted neighbor pixels

Figure 2. (a) The eight neighbor pixels and (b) the sorted neighbor
pixels of unreliable pixel p.

Figure 3. Disparities in a scanline, where black pixels have a dis-
parity while white pixels do not have one.

where m and n take values among -1, 0, or 1, but (m,n) �=
(0, 0). Again, the processing order is determined by the
sorted number, j.

After the greedy disparity filling procedure as described
above, it is possible that the disparity map still has unreli-
able pixels which do not have a disparity value, since there
is no guarantee at least one neighbor of a unreliable pixel
may meet the conditions required by Step 3. This issue will
be resolved by the least squared errors (LSE) method.

5.2. Least-Squared-Errors (LSE) Fitting

We attempt to make a guess for pixels which do not have
a disparity up to now by the LSE scheme. With this scheme,
we exploit the monocular information in the same scanline
while ignore the boundaries of color segmentation. This can
be explained by Fig. 3.

Black pixels in Fig. 3 represent pixels that have a dispar-
ity while white pixels have no disparity. The y coordinate
represents intensity and the x coordinate stands for the pixel
position. A (B) is a disparity value of black pixels i and j.
Please note that the disparity of white pixels varies between
A and B in this example. These are the closest disparity
values that can be obtained using the greedy disparity fill-
ing scheme when being approached from the left and the
right directions. This disparity gap over an interval makes
disparity estimation a challenging problem.

To assign a disparity to white pixels, the LSE is calcu-
lated as a function of pixel position along the correspond-
ing horizontal scanline of the left image. The white pixel



(a) (b)

(c) (d)

Figure 4. (a) Ground truth (b) Method 1, (c) Method 2, (d) Method
3 for test stereo image “Tsukuba”.

m∗ that minimizes the LSE function can be computed via

m∗ = arg min
i≤m≤j

(f(m) + g(m)) , (4)

where

f(m) =
m∑

x=i

(IL(x, y) − Mean(i,m))2,

g(m) =
j∑

x=m+1

(IL(x, y) − Mean(m + 1, j))2,

Mean(a, b) =

b∑
t=a

IL(t, y)

b − a + 1
.

Then, we assign disparity value A to white pixels i +
1, · · · ,m and disparity value B to white pixels m +
1, · · · , j − 1.

To compare results of the disparity filling algorithms, we
show results of a test stereo image pair known as ”Tsukuba”
in Fig. 4 (a)-(d). Fig. 4(a) shows ground truth to compare
results quantitatively. We consider the following three dis-
parity filling methods.

• Method 1. The disparity of the closest reliable pixel to
the left direction is assigned to unreliable pixels.

• Method 2. We check the closest reliable pixels to both
the left and right directions and assign unreliable pixels
the one of smaller disparity.

• Method 3. The proposed algorithm (i.e. the greedy
disparity filling followed by LSE fitting.)

Results of Methods 1, 2 and 3 are shown in Figs. 4 (b),
(c) and (d), respectively. The main improvement of Method
3 occurs around lamp’s clamp, which has a very complex
shape. The error rate, defined by Scharstein and Szeliski
in [11], measures the percentage of pixels in which the ab-
solute difference between the result and the ground truth is
greater than 1 pixel. It provides a useful measure for per-
formance comparison of different algorithms qualitatively.
The error rate results are shown in Table 1, where we com-
pare error rates in the entire image (All), in the texture-
less region (Untext) and in the disparity discontinuity region
(Dis). The rank indicates the rank performance among 41
different algorithms in the test. It is clear that the proposed
disparity filling method (Method 3) provides an excellent
performance improvement over the two conventional meth-
ods.

Table 1. Comparison of error rates of three methods
Method All(%) Rank Untex.(%) Rank Dis.(%) Rank

Method 1 2.17 21 1.09 18 12.17 23

Method 2 1.75 16 0.45 10 10.15 21

Method 3 1.05 3 0.17 1 6.01 3

6. Surface Modeling

All processing modules described in Sections 3-5 are
based on the fronto-parallel surface model. However, this
model has its limitation when an object has slanted local
surfaces. Thus, a more generic surface model will be valu-
able. A method to approximate a 3D object using a local
planar surface model is discussed in this section.

Based on the disparity filling results in Section 5, we can
group neighboring pixels with similar disparity values as
the projection of a local planar surface of an object onto
the imaging plane. First, the smallest disparity group is
assumed to be the background and the piecewise constant
surface model is adopted for this group. Next, other pixels
are grouped by comparing their disparity with 4-connective
neighbor pixels. If the disparity difference is within 2 pix-
els, the pixel and its neighbor pixels are grouped into one
object, and a local linear model is applied. In this model,
one planar normal vector represents one object. However,
for highly slanted or curved objects, it may not be sufficient
to use one planar surface. To solve the problem caused by
the lack of geometric information, we use the disparity vari-
ation range to partition a large surface into smaller segments
and adopt the piecewise linear model for its approximation.
The disparity variation range is set to 5 pixels. That is, if
a new neighbor pixel has a disparity difference larger than
5 pixels in any pixel that is already in the same object, this
pixel cannot be included in this group any longer. A new
group is created to accommodate this new pixel.



After pixel grouping, we can determine the normal vec-
tor for each group using the the random sample consensus
(RANSAC) algorithm [5]. The RANSAC algorithm is a ro-
bust algorithm widely employed in the field of computer
vision. The RANSAC algorithm to calculate the normal
vector for a local planar surface denoted by β is given be-
low. For initialization, we select threshold r to determine
inliners. Then, we perform the following iteration until the
maximum number of inliners, m, or the maximum iteration
number i.

1. Randomly select 3 pixels associated with β. They are
denoted by (xi, yi) with i = 1, 2, 3.

2. Calculate the normal vector (a, b, c) by

1
di

= axi + byi + c, (5)

where di is the disparity value of pixel (xi, yi) and i =
1, 2, 3.

3. Calculate the sum of distances between each pixel in
β and the estimated plane. If the sum is smaller than
threshold r, the 3 pixels used to estimate the normal
vector is accepted as an inliner since a consensus is
reached.

4. We repeat Steps 1-3 until one of the two stopping cri-
teria is reached.

Finally, we use all obtained inliners to re-estimate the planar
surface that has LSE, and the normal vector will be given
accordingly. If the number of inliners is too small for robust
normal estimation, we can increase the value of r and repeat
the algorithm.

(a) (b) (c)

(d) (e) (f)
Figure 5. Results for the curved object test stereo pair: (a) the left
image, (b) the right image, (c) the ground truth, (d) the fronto-
parallel model, (e) the linear model and (f) the piecewise linear
model.

Fig. 5 show results of the curved object from its stereo
image pair. Fig. 5 (a) and (b) give input left and right im-
ages, respectively, and Fig. 5 (c) is the ground truth. As

shown in Fig. 5, the object in the middle of image is curved.
Three surface models are compared: the fronto-parallel, the
linear, and the piecewise linear model. The fronto-parallel
model in Fig. 5 (d) is the result after the disparity filling
module, which is used as the input to compute the linear
and the piecewise linear models. The linear model fits the
central region with one planar surface as shown in Fig. 5
(e). Thus, its result is poorer than the one obtained by the
piecewise linear surface model.

To gain more insights, we show disparity values along
scanline 127 of the curved object in Fig. 6. The pro-
posed piecewise linear model (marked by “X”) has almost
the same disparity as that of the ground truth (the solid
line) while the linear model (marked by the square) has a
significant error close to the right edge region of the ob-
ject. The big discrepancy of the linear model is attributed
to the fact that one plane is not sufficient to represent an ob-
ject that has a large disparity variation. The fronto-parallel
model (marked by the circle) has a stepwise disparity varia-
tion, which will result in artifacts in virtual view synthesis.
Please note that the disparity is the reciprocal of the distance
of the linear surface to the origin as shown in Eq. 5, which
explains the curved shape of the disparity plot in the green
line.

Figure 6. Disparity along scanline 127 of the curved object image

To compare the performance between the linear and
the piecewise linear surface models for more complicated
stereo images, test results of Venus image pair are shown in
Fig. 7. Venus has several slanted objects. White pixels in
error images are pixels whose disparity values matches with
the ground truth. Other pixels are error pixels where the ab-
solute difference between the result and the ground truth is
greater than 1 pixel. We see that the disparity in the edge
regions of the left-bottom object cannot be well represented
by one planar surface. This problem is clearly resolved by
the use of the piecewise linear surface model.



7. Experimental Results

7.1. Experimental Setup

The Middlebury data set is used to compare our algo-
rithm with several benchmark algorithms [14]. The param-
eters used in the α-expansion algorithm for initial match-
ing are chosen automatically [3]. For color segmentation,
parameters of the mean shift segmentation are set by de-
fault values as given in [4]. Parameter t used in the cross-
checking module is set to 2. For plane fitting, the first cri-
terion (i.e., the ratio of occlusion in the segment) is set to
be D/O < 0.5, where D and O are the numbers of pix-
els without and with disparity values. The second criterion
is chosen to be “if the percentage of the same disparity is
smaller than 0.05%”, pixels with a disparity value are still
set to unreliable pixels. For parameters in Section 5.1, s = 5
and r in the RANSAC algorithm is set to SD(β)× n

f , where
SD(β) is the standard deviation of a local surface β, n is
the total pixel number in β and f = 100. To increase r, we
decrease the f value by 10 in each iteration until the con-
sensus set is bigger than S/10, where S is the total number
of pixels in β that have a disparity value.

7.2. Quantitative Evaluation

Quantitative evaluation is measured in terms of error
rates. Error rates and ranking results for four test stereo
image pairs for slanted surface models are given in Fig. 2,
where the last three rows (called Prop. A, B and C) are
all with the same new disparity estimation algorithm but
different surface models. We see that the proposed dispar-
ity estimation procedure has boosted up the performance
of our algorithm significantly. Among Prop. A, B and C,
the piecewise linear surface model lowers the error rates for
Sawtooth and Venus furthermore. We test Prop. A, B and C
separately, and each of them ranks the 3rd among 41 meth-
ods in Nov. 2006.

7.3. Qualitative Evaluation

Fig. 8 shows results visual comparison. The test stereo
image pairs are Tsukuba, Sawtooth, Venus, and Map (from
left to right). The first row gives the ground truth. The sec-
ond row is the result obtained by Boykov et al. in [3], which
is used as the initial matching of the proposed algorithm.
The third row is the result of our proposed algorithm. We
see that a clear improvement of our work over the graph-
cuts algorithm in [3].

8. Conclusion and Future Work

A disparity estimation procedure was developed to as-
sign disparity values to unreliable pixels in occluded re-
gions and a piecewise linear surface model was proposed
to represent slanted or curved surfaces of objects in this

paper. It was demonstrated the disparity estimation proce-
dure outperforms other existing disparity estimation tech-
niques in handling large and/or complex occluded regions.
It was also shown that the piecewise linear surface model
outperforms the piecewise constant surface model and other
higher-order surface models, since the latter does not ex-
ploit the piecewise surface decomposition. Both qualitative
and quantitative evaluation of the proposed algorithm was
conducted for the Middlebury data set. Our algorithm has
been proved to be are highly competitive with any state-of-
the-art stereo matching algorithm. Although our algorithm
is able to model the object surface well, further study is still
needed for better surface decomposition when the algorithm
is applied to a complex surface of an object.
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Figure 7. Results for test Venus stereo image pair (from left to right): the disparity result of the linear model, the error image of the linear
model, the disparity result of the piecewise linear model and the error image of the piecewise linear model, where white and black pixels
in error images indicate pixels with correct and erroneous disparity values, respectively.

Figure 8. Qualitative comparison of the disparity map of two algorithms: the ground truth (the first row); the graph cuts algorithm [3] (the
second row) and the proposed algorithm (the third row) for Tsukuba, Sawtooth, Venus and Map (from left to right).

Table 2. Quantitative evaluation of the proposed algorithm in terms of error rates and ranks. The table only compares algorithms of linear
surface modeling. Error percentages and ranks in brackets are represented. The number in brackets shows the current rank in Nov. 2006.
The * mark in brackets stands for the case that the current rank is not available.

Algorithm
Tsukuba Sawtooth Venus Map

All Untex. Dis. All Untex. Dis. All Untex. Dis. All Dis.

Multi. cut [2] 8.08 (37) 6.53 (33) 25.33 (38) 0.61 (11) 0.46 (26) 4.60 (12) 0.53 (6) 0.31 (6) 8.06 (18) 0.26 (5) 3.27 (5)

Layered [8] 1.58 (14) 1.06 (17) 8.82 (15) 0.34 (7) 0.00 (1) 3.35 (8) 1.52 (19) 2.96 (29) 2.62 (5) 0.37 (13) 5.24 (13)

Tensor Voting [9] 1.51 (*) 2.02 (*) 7.96 (*) 0.70 (*) 0.50 (*) 4.35 (*) 1.09 (*) 1.39 (*) 13.95 (*) 1.31 (*) 11.47 (*)

Slanted Sur. [10] 1.82 (*) 1.09 (*) 9.47 (*) 0.72 (*) 0.24 (*) 6.00 (*) 3.25 (*) 5.73 (*) 8.51 (*) 0.22 (*) 3.10 (*)

Corr. Prior [13] 2.21 (*) 1.99 (*) 7.66 (*) 1.16 (*) 0.58 (*) 3.99 (*) 0.86 (*) 0.86 (*) 5.07 (*) 0.52 (*) 5.98 (*)

Prop. A (Fronto-Paral.) 1.05 (3) 0.17 (1) 6.01 (3) 0.36 (9) 0.00 (1) 3.46 (9) 0.50 (5) 0.23 (5) 3.95 (8) 0.44 (15) 5.33 (15)

Prop. B (Linear) 1.08 (3) 0.18 (1) 6.20 (3) 0.30 (7) 0.00 (1) 3.44 (9) 0.60 (7) 0.12 (5) 5.41 (11) 0.33 (12) 4.57 (13)

Prop. C (Piecew. linear) 1.08 (3) 0.18 (1) 6.20 (3) 0.30 (7) 0.00 (1) 3.44 (9) 0.18 (5) 0.03 (5) 3.24 (7) 0.33 (12) 4.57 (13)


