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Abstract

This paper ' addresses the problem of efficient visual 2D
template tracking in image sequences. We adopt a discrim-
inative approach in which the observations at each frame
vield direct predictions of a parametrisation of the state
(e.g. position/scale/rotation) of the tracked target. To this
end, a Bayesian Mixture of Experts (BME) is trained on
a dataset of image patches that are generated by applying
artificial transformations to the template at the first frame.
In contrast to other methods in the literature, we explicitly
address the problem that the prediction accuracy can dete-
riorate drastically for observations that are not similar to
the ones in the training set; such observations are common
in case of partial occlusions or of fast motion. To do so, we
couple the BME with a probabilistic kernel-based classifier
which, when trained, can determine the probability that a
new/unseen observation can accurately predict the state of
the target (the ’relevance’ of the observation in question).
In addition, in the particle filtering framework, we derive a
recursive scheme for maintaining an approximation of the
posterior probability of the target’s state in which the prob-
abilistic predictions of multiple observations are moderated
by their corresponding relevance. We apply the algorithm in
the problem of 2D template tracking and demonstrate that
the proposed scheme outperforms classical methods for dis-
criminative tracking in case of motions large in magnitude
and of partial occlusions.

1. Introduction

Recently, a number of methods have been pro-
posed for the visual tracking of the state = (e.g. posi-
tion/scale/rotation/3D pose) of a target given a set of noisy
image observations Y = {...,y ,y} up to the cur-
rent frame [6][4][3]. Generative methods, which rely on
the evaluation of the likelihood p(y|z) at certain points
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of the state space, require the inversion of the poste-
rior p(z|Y’) and expensive schemes for searching the state
space. Detection-based methods [13] that exhaustively
search all image locations for the presence/absence of a vi-
sual target fall in this category. The search in the state space
can facilitated by a dynamic model, but often, as in the case
of irregular motion, the temporal evolution of the state may
deviate significantly from it.

In contrast, discriminative tracking methods attempt to
model explicitly the posterior p(x|y), so that an observation
y can deliver direct prediction of the hidden state x. The
posterior is learned in a supervised way from training data
that are usually artificially generated. In this framework,
recently a number of researchers have proposed methods
for estimating 3D human pose and for 2D template track-
ing. Agarwal and Triggs [2] use Relevance Vector Ma-
chines (RVMs) in order to learn mappings between vectors
of image descriptors and the 3D poses of a human body.
For 3D human pose tracking, Sminchisescu et al. [11] train
Bayesian Mixture of Experts in order to learn a multimodal
posterior p(z|y). For 3D pose tracking, Agarwal and Triggs
[1] use Non-negative Matrix Factorisation in order to re-
move parts of the observation vector that are due to noise or
occlusion. For 2D tracking, Williams ef al. [9] use RVMs in
order to learn the posterior of the location/scale/orientation
of a visual target (e.g. a human face) given an observation at
a certain image location. Finally, for 2D tracking, Jurie and
Dhome [8] learn in a supervised way a linear relation be-
tween the intensity differences between two templates and
the corresponding motion transformation.

In order to deal with possibly large prediction errors
most of the previous methods rely mainly on temporal fil-
tering. Sminchisescu ef al. [11] and Agarwal and Triggs [2]
use as observations features that are extracted from a single
object silhouette. They address prediction errors by adopt-
ing a multiple hypotheses tracking framework that performs
temporal filtering. On the other hand, Williams et al. [9]
couple the regression-based tracking with a detection-based
scheme that is employed to validate that the target is in the
predicted position/pose. In case of a validation failure a full



scale detection phase is initiated. A Kalman filter is used
for temporal filtering and leads to a reduction of the error of
an order of magnitude.

However, none of these methods addresses explicitly the
problem of assessing in advance how well the observation y
can predict the state x nor do they use multiple observations
in order to increase robustness. Regression-based methods
are known to be sensitive to observations that do not belong
to the space that is sampled by the training dataset. There-
fore the accuracy of the prediction of the posterior p(x|y)
can deteriorate sharply for observations y that are contami-
nated with noise or come from areas that are uninformative
of the state of the visual target (e.g. occluded areas). In
particular in the case of the 2D tracking, when the motion
magnitude is larger than in the training set the prediction
error is likely to be large and the tracking is likely to fail.
In Fig. 1 we illustrate this effect by plotting the prediction
error as a function of the true displacement in an artificial
example. Similar observations are reported in [8] and [9].
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Figure 1. Prediction error as function of the true displacement. (a)
error as a function of the true horizontal displacement (b) error
as a function of the true vertical displacement. The performance
deteriorates sharply outside the training area (in this example a
Bayesian mixture of Experts was trained for displacements in the
interval [—11...11] for a template of size 10 x 10)

In this paper, for 2D visual tracking, we extend the
discriminative/regression tracking framework ([11]) in two
ways:

e We explicitly address the problem of the determina-
tion of the relevance/reliability of an observation to the
state estimation by learning in a supervised way the
underlying conditional probability distribution.

o We explicitly devise a probabilistic framework that al-
lows multiple observations y(r) to contribute to the
prediction of the state of the target according to their
corresponding relevance/reliability.

In this way, the contribution of the predictions that come
from relevant observations is higher, while observations that
come from occluded areas or observations that can not give
good predictions are largely suppressed. We propose an
extension of the discriminative particle filtering framework
that incorporates additional random variables r that are used

to obtain/utilise multiple observations denoted by y(r), and
binary random variables z that are related to the observa-
tions’ relevance. We use Relevance Vector Machines [12] in
order to learn the conditional probability p(z = 1|y(r)) (the
probability that the observation y(r) is relevant/reliable).
A Bayesian Mixture of Experts [15] is used for modelling
(p(x|y(r))) (the posterior probability of the state x given
an observation y(r)). An outline of the proposed method is
given in Fig. 2.
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Figure 2. Overview of the proposed method

The remainder of the paper is organised as follows. In
Section 2 we provide an outline of the proposed discrimi-
native tracking framework with data relevance determina-
tion. In Section 2.1 we briefly describe the Bayesian Mix-
ture of Experts framework and in Section 2.2 we present our
method for data relevance determination. In Section 3 we
present experimental results for 2D target tracking and in
Section 4 we present some conclusions.

2. Regression-based tracking with relevance
determination

Filtering, such as Kalman filtering or particle filtering,
has been the dominant framework for recursive estimation
of the conditional probability of the unknown state x given a
set of observed random variables Y = {...y ™, y} up to the
current time instant. In the discriminative filtering frame-
work (Fig. 3(a)) the filtered density can be derived as [11]:

p(alY) = / dpa Y (el y). ()

This derivation ignores the fact that for certain problems
different parts of the observation y can give different predic-
tions of the state of the target. For example, in [9], for 2D
tracking where the evidence y is an image frame, the pre-
diction of the state of the target (e.g. 2D location) is based
on the data y(r) in a single window, which (in the absence
of a motion model) is centred around the estimated position
r = & of the target in the previous frame 2. This disre-
gards the information that is available at other positions 7.
Similarly, for 3D tracking, in [2] [11] a single feature vector
is extracted from the object silhouette. On the other hand, in
the generative particle filtering framework for 2D tracking it

2In the case that the state z is not only a 2D displacement obtaining
y(r) requires warping



is common practice that several parts of the observation are
examined. This is achieved by using multiple samples (par-
ticles) r and modelling the likelihood that is used to evalu-
ate the importance of each particle as p(y|r) = p(y|y(r)).
The particles r are sampled using the transition probability
p(z|z~) and, in the simplest case, a number of measure-
ments y(r) around the positions of the particles in the pre-
vious frame are utilised.

(@) (b)
Figure 3. Graphical models for (a) classical discriminative tracking
and (b) for regression tracking with relevance determination

Here, we propose a discriminative particle filtering
method that utilises the fact that several parts of the observa-
tion can yield predictions of the state of the target. We do so
by introducing a random variable r that determines which
parts, or in general how, the observation y will be used. In
order to simplify the notation we will assume here that r has
the dimensionality and the physical meaning of the hidden
state x. For example, when = € R?, the random variable
r € R? will determine the centres of the windows/patches
at which we will extract observations y(r) that will give pre-
dictions of x. In general r will be used for obtaining a set
of candidate observations y(r) and does not need to have
the dimensionality of z. We will also condition r on z~
as we expect that the previous state can be sufficiently in-
formative on how candidate observations can be obtained.
Subsequently, we introduce a binary variable z and denote
with p(z = 1|y, r) the probability that the observation y(r)
is relevant for the prediction of the unknown state x. The de-
pendencies of the variables are depicted in Fig. 3(b) where
1 is observed and the rest is hidden.

In this network the filtered density can be derived as:

paly) = [ dopte(y) ( [ drptria)
/ dzp<x|z,x—,y,r>p<z|y,r>) @

In order to deal with posteriors with multiple modes and
to recover from tracking failures we maintain an approxi-
mation of the p(x|Y") using a mixture of M Gaussians. In
Table 1 we summarise our modelling choices. We assume
that the probability distributions in Table 1 are either given
or learned in the training phase (as explained in Sections 2.1
and 2.2). For example, in the testing phase, given a triple
(y,r, x7), the trained BME yields a mixture of Gaussians
that is our approximation of p(z|z = 1,27, y, 7).

In what follows we will describe a computational scheme
that given an approximation of the posterior p(z~|Y ™) of
the state at the previous frame, yields an approximation
of the state posterior p(z|Y") at the current frame. This is
achieved by the following procedure:

1. Sample a state 2~ from p(z~|Y 7).

2. Sample 7 from p(r|z~ )p(x~|Y ) by sampling r from
p(r|z~) for each of the state samples x~ obtained in
step 1. Let us assume that R samples are obtained this
way.

3. For each of the R samples r

(a) Evaluate the relevance of the observation y(r) as
a=p(z=1Jy,r)

(b) Given (z~,y,r) use the trained Bayesian Mix-
ture of Experts to obtain a probabilistic predic-
tion of the state x, given that y(r) is relevant (i.e.
p(z|z = 1,27 ,y,r)) as a mixture of K Gaus-
sians. Model the probabilistic prediction given
that y(r) is irrelevant (i.e. p(z|z = 0,27, y,7))
as a single Gaussian with a large covariance ma-
trix. This leads to a mixture of K + 1 Gaussians

/ dzp(alz =, y,r)p(zly, ) =

K
azgiN (i +1,81) + (1= )N (27, 5)
=1
3)

4. Approximate the resulting mixture of L Gaussians
(L = R(K + 1)) with a mixture of M Gaussians (see
appendix A).

Note that in Eq. 3, the integral is approximated using
K + 1 Gaussian components. In practice, in order to reduce
the number of the components, we use the approximation:

/dzzv(xlzw‘,yﬂ“)p(ZIy,r) =

{ aZfil N (i +1,8;) ifa>0,

N (27, So) otherwise ’ @)

As a result we  approximate the  term

fr p(rjz™) fzp(x|z, x=,y,7)p(z|ly,r) with an (unnor-
malised) mixture of L. (R < L < RK) Gaussians. This is
reduced to an M-component mixture in step 4.

2.1. Bayesian mixture of experts for regression

In what follows we will describe a method that, given an
observation y(r) and the target state at the previous frame



Uniform around x~.

Probability that the observation
y(r) is relevant. Modelled using
a probabilistic classifier (RVM) as
sigm (3, wf "™ 6 (y(r), 7)), where
stgm 1is the sigmoid function and
{y;} is the training set of the clas-
sifier. It can only be evaluated.
Probabilistic prediction of the tar-
get state given that the observation
y(r) is relevant (z = 1). Mod-
elled as a mixture of Gaussians us-
ing Bayesian Mixture of Experts,
that is as Efil GiN(r + i, Si)
Probabilistic prediction of the target
state given that the observation y(r)
is not relevant (z = 0). It is mod-
elled as a Gaussian with mean x~
and a large covariance matrix, that
isas N (z~, Sp) .

Table 1. Modelling choices.

p(r|z™)
p(z =1y, 7)

p(zlz=1L27,y,7)

p(zlz =0,27,y,7)

x~, yields a probabilistic prediction of the state = at the
current frame. For notational simplicity, let us denote here
with y the couple (y(r),z 7).

Our method, follows the work of Sminchisescu et al.
[11] and uses for regression Bayesian Mixtures of Ex-
perts. The rationale behind our choice, over other regression
methods (e.g. RVMs [12]) is that the BME can model well
predictive distributions that are multimodal. Such distribu-
tions arise often in the case of 3D tracking due to for exam-
ple front/back and left/right ambiguity [11][2][10]. They
are also expected to arise in the case of 2D tracking due to
the aperture problem [5].

The (Hierarchical) Mixtures of Experts, which were first
introduced by Jordan and Jacobs [7], is a method for re-
gression and classification that relies on soft probabilistic
partitioning of the input space. This is determined by gat-
ing coefficients g;(y) (one for each expert 7) that are input
dependent and have a probabilistic interpretation; that is the
coefficients of the siblings at each level of the hierarchy sum
up to one. The prediction of each expert ¢ is then moderated
by the corresponding gating coefficient. Formally, for re-
gression and for the simple case of a flat hierarchy:

p(zly) = Zgz

where f;(x|y) is a probability density function, usually a
Gaussian centred around the prediction of the expert ¢. In
the simple linear case:

)fi(xly) &)

T
S Y

gz(y) = E,L' enya (6)

and
filzly) = N(w]y, ). 7)

where the w; and &; are the unknowns to be estimated.
Jordan and Jacobs [7] proposed a Maximum Likelihood
method for the estimation of w; and &;, while in [15]
Bayesian approach is used. We adopt the approach in [15]
in which a set of hyperparameters model the prior distri-
butions of w; and &;, and follow a variational approach for
the estimation of their posterior distributions. As in [15]
we make a Laplace approximation under which we esti-
mate the mode and the variance of the posteriors, which
(with a slight abuse of notation) denote here as (w;, X,,,)
and (&;, X¢,). In the process, we also estimate the optimal
value for the hyperparameters [3; that are associated with
the noise (co)variance .S; of the prediction of expert i. For
more details the reader is referred to [15].

In [15] a procedure is described for scalar regression. In
the case that the target is a vector x with dimensionality D
we may train D different Mixture of Experts. Here, we have
extended the methodology to experts that have multidimen-
sional output (i.e. f;(x|y) is a multidimensional Gaussian
with diagonal noise covariance).

For prediction we marginalise over the parameters and
hyperparameters as in [15]. For a new observation y the
predictive distribution is a mixture of Gaussians given by:

p(zly) = Zgz

where the k' element of the diagonal covariance matrix S/
is given by:
?JTZwiky + Sik’ (9)

For the problem of 2D visual tracking, we aim at
the estimation of the transformation = (e.g. transla-
tion/rotation/scaling) that a visual target undergoes in an
image sequence. We train the BME in a supervised way
with pairs (y(x), ) in which the observations y(x) are pro-
duced by artificially transforming (e.g. translating) the vi-
sual target with the transformation z. Subsequently in the
test phase, an observation will give a probabilistic predic-
tion according to Eq. 8.

2.2. Data relevance determination

For the determination of the relevance p(z|y, r) of an ob-
servation y(r) we use a classification scheme with the Rel-
evance Vector Machines (RVM). The goal is to obtain an
a priori assessment of whether the probabilistic prediction
p(zly(r)) (Eq.8) of the state of the target is expected to be
good. To this end, we train an RVM classifier in a super-
vised way with a set of positive examples that yield good
predictions and with a set of negative examples which yield



bad predictions. Let us denote with sigm the sigmoid func-
tion, with {g;} the training set of the classifier and with
&(yi, yj) a kernel function (in our case a Gaussian).

Then, after training and when presented with a novel ob-
servation y(r), the RMV yields a prediction of the relevance
of the observation y(r) as

Pl = 1ly(r)) = sigm (Z ’th”m<i>(y(7'),z7i)> . (0

where w™"" is a sparse weight vector that is learned in the
training phase.

The training set {y(r)} is constructed as follows. A can-
didate observation y(r) is generated by artificially trans-
forming (e.g. translating) the visual target with a transfor-
mation which we denote here with r. Then, for each of the
candidate observations, a probabilistic prediction is made
using Eq. 8. We put in the set of positive examples candi-
date observations for which, an appropriate norm of the dif-
ference between the true transformation r and the expected
value (i.e. the mean) of the prediction p(z|y(r)) is less than
a threshold. That is,

I = Ex [p(aly(r))] | < 6r (1D

As p(z|y(r)) is a mixture of Gaussians, the mean in the
above equation can be obtained in closed form. Alterna-
tive schemes for constructing the positive training set, such
as thresholding the distance between the true transforma-
tion ¢(r) and the mode of p(z|y(r)), or by thresholding
the probability of the ground truth transformation ¢(r) (i.e.
p(t(r)|y(r)) > 6,) are also possible. The set of the nega-
tive examples comprises the observations for which Eq. 11
is not satisfied. Other examples, such as observations from
regions in the background could be also added in the nega-
tive training set. Clearly, the transformations r that generate
the candidate training set need to explore larger parts of the
state space than the ones that are used to construct the train-
ing set of the BME.

In Fig. 4, and for the toy example that we used in Fig. 1,
we illustrate the true prediction error of an BME with 8
experts that has been trained to predict 2D displacements
in the interval [—11...11] and the corresponding 2D plot
of p(z|y,r). Note that we test with observations that re-
sult from displacements from both inside and outside the
training interval. The RVM has been trained on positive
examples that have been selected by thresholding the L.,
error norm. It is clear that we can predict reasonably well
which observations are associated with a low prediction er-
ror. Note, that not all observations that fall outside the train-
ing range give high prediction errors which indicates that
the BME is capable of extrapolating.
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Figure 4. (a) Prediction error and (b) p(z|y, r) as functions of the
true displacement. In this example a Bayesian mixture of Experts
was trained to predict displacements in the interval [—11...11]
for a template of size 10 x 10. An RVM was trained to classify
observations in the interval [—22 . ..22] that can deliver accurate
(4/ — 2 pixels) predictions of the true displacement

3. Experimental results

We have performed a number of experiments in order
to illustrate the performance of the proposed method under
different conditions, including occlusions, fast motion and
moderate deformations. Here, we present quantitative and
qualitative results for image sequences that are annotated by
hand as well as comparative results with other methods in
the literature. More specifically we compare our algorithm
to discriminative tracking when a single observation is used
(e.g. [11][9] and to the degenerate version of the proposed
algorithm in which the data relevance determination mech-
anism is not used. We do not use any dynamic model, or
temporal filtering in order to judge the performance when
large deviations from the motion model are present. In ad-
dition we compared some of the easiest sequences (i.e. no
occlusions) with a generative method that uses a particle
filtering algorithm. In order to reduce the influence of the
observation model in the comparison we used as likelihood
the output of an RVM that was trained to recognise the tar-
get against templates that were extracted around it.

For all of our experiments, and for computational ef-
ficiency, we reduce the data dimensionality by applying
Principal Component Analysis to the data with which the
Bayesian Mixture of Experts (BME) is trained. Before be-
ing used, the training data for the BME, the training data for
the RVM, and all test data are projected to the new space.
In all of our experiments, unless explicitly stated otherwise,
we tracked windows of 11 x 11 pixels. For training the BME
we used pairs (y(z), z) in which the observations y(z) are
produced by artificially transforming (e.g. translating) the
visual target with the transformation z. We used transla-
tional transformations of up to 11 pixels, that is, transforma-
tions that generate observations y(x) that had some overlap
with the target. The examples that were used for training the
RVM were generated using transformations with range 2-3



times the range that was used for training the BME. In order
to reduce the complexity we perform a k-means clustering
on the set of the candidate observations and train the RVM
using the cluster centres. The label of a cluster (positive or
negative) is determined by the majority of the labels of the
examples that belong to it. Finally, in order to deal with
changes in the illumination intensity we normalise the data
by the average intensity in the window in question (before
applying the PCA transform). For all the experiments we
track 5 Gaussians (i.e. M = 5) and use 25 samples r (i.e.
R = 25), unless stated otherwise.

We first present results for tracking a facial feature (i.e.
an eye corner) under changes in the illumination, large head
motion and deformations due to facial expressions and head
rotations. In Fig. 5 we depict the windows that we used to
track the eye corner and the ground truth position of the
target. We have used 600 frames which are annotated ev-
ery 6 frames. We have experimented by down-sampling
the image-sequence spatially (by a factor DSS = 1, 2) and
temporally (DST = 1,2,3) in order to create sequences
with different motion magnitudes. In all cases we track
an 11 x 11 window (the larger window in Fig. 5 is drawn
to show the information that is used for tracking when
DSS =2).
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100 200 300 400 500

(b)

Figure 5. (a) Target windows (b) Target position vs frame number
for the "Head’ sequence

In Fig. 6 we present tracking results for the "Head’ se-
quence for some characteristic frames. The tracking is
consistently good throughout the image sequence even at
the presence of large motion (as percentage of the window
size), occlusion and some deformations. In Fig. 7(a) we de-
pict the horizontal and vertical components of the error in
pixels and in Fig. 7(b) the motion magnitude as a percentage
of the window size.

In order to illustrate the benefits of using multiple ob-
servations and the benefit of data relevance determination
we present here comparatively results with two degener-
ate cases of our algorithm. The first (ALG1) is similar to
classical regression-based tracking methods [9][2] that use
a single observation. The second (ALG2) is a degenerate
version of our algorithm in which the relevance determina-
tion is not used, that is, the probabilistic predictions of all

Figure 6. Tracking results for frames 75, 119, 163, 199, 357, 595
of the "Head’ sequence (DSS = 1 and DST = 2).
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Figure 7. (a) Motion error in pixels (RMS = 1.7) and (b) true mo-
tion horizontal and vertical component as percentage of the win-
dow size for the "Head’ sequence

candidate observation y(r) are used. For both algorithms,
we reinitialise the tracking at the ground truth position when
the error is larger than 20 pixels (almost twice the window
size). This gives a very conservative estimate of the cases
that the validation scheme that is proposed by [9] will initi-
ate a full scale detection. Re-initialisation is necessary for
ALG1 but usually ALG2 can recover from tracking fail-
ures.

Alg. vs Params Proposed ALGl ALG2 Cond.
DSS=1,DST=2 1.7 12 4.8 33
DSS=1,DST=3 4.8 12.1 5.8 -
DSS=2,DST=6 2.12 6.5 7.1 8.39
DSS =2,

DST=6 (HLF) 3.64 51.23  46.71 —

Table 2. RMS errors for the “Head” sequence

In Table 2 we summarise the RMS error for a number
of different spatial and temporal sub-samplings of the orig-
inal image sequence. Note the fact (Fig. 7(b)) that after
frame 230 there is practically no motion (the sequence con-
tains some facial expressions and closing/opening the eyes)
which makes less acute the differences in the performance.
For a baseline comparison, in the last column we present
results for the modified condensation algorithm when using
150 particles. Finally, in the last row we present the results
for the challenging case that both large persistent occlusions



and large motion are present. More specifically, we tempo-
rally subsample with a factor of 6 the sequence and artifi-
cially occlude half of the target. Two frames are presented
in Fig. 8. While the proposed algorithm tracks the target
by succesfully accessing the relevance of the information
around the target, all other algorithms fail.

Figure 8. Tracking results for the “Head” sequence (last row Ta-
ble 2

Similar differences in performance have been observed
for a number of image sequences. Here we present results
for sequences that we used to test the performance under
large and persistent occlusions. First, we created an im-
age sequence depicting a moving rigid object. In this se-
quence we manually annotated the position of the target ev-
ery 6 frames and subsequently created image sequences in
which up to half the visual target was occluded. In Fig. 9
we present some frames of the sequences that depict the oc-
cluded target and the estimated position of the target.

Figure 9. Tracking results for frames 1, 55 and 302 of the *CD
cover’ sequence (DSS = 4 and DST = 6). A quarter (QRT) of
the target is artificially occluded.

In Table 3 we summarise the results by reporting the
RMS error for a number of subsamplings and for differ-
ent occlusions of the target. In the first row, the target is
completely visible, in the second a quarter of the target is
occluded and in the last row half of the target is occluded.
The target is occluded at the frames for which there is avail-
able annotation, that is every 6 frames. This means that in
the experiment in the last row of Table 3 the target is com-
pletely visible in half of the frames and in the experiments
in the 2nd and 3rd row it is occluded in all of the frames.
A larger number of candidate observations are used here
(R = 50). It is clear that the method is capable of track-
ing under partial occlussions and that it clearly outperforms
the method that uses a single observation. For the latter,
we used a more realistic re-initialisation scheme that is ini-
tiated when the true error is larger than 10 pixels (that is,

almost equal to the template size). The results indicate that
a validation scheme (as the one proposed in [9]) would fail
(and therefore a full-search detection would be performed)
in 38% of the frames when a quarter of the target is oc-
cluded, in 78% of the frames when half of the target is oc-
cluded and in 28% of the frames when half of the target is
occluded but the target visible in half of the frames. Note,
that when a large part of the target is occluded a validation
scheme is more likely to fail even when the prediction is
accurate. In this case the full scale detection scheme is also
likely to fail.

Algorithm vs Parameters ~ Proposed ALGI 2}1?1
DSS=4,DST=6 32 11.2 5%
DSS =4, DST = 6 (QRT) 4.2 17.8 38 %
DSS =4, DST =6 (HLF) 11.1 17.5 78 %
DSS =4, DST =3 (HLF) 2.9 19.2 28 %

Table 3. RMS errors for the ’CD Cover’ sequence

Finally, in Fig. 10 (as in Fig. 8), we illustrate the ability
of the algorithm to overcome large occlusions. In this case,
observations that are located at areas neighbouring to the
true target position are used to deliver reliable predictions
of the target state. In Fig. 10(a) we depict the relevant ob-
servations and in Fig. 10(b) the corresponding probabilis-
tic predictions (each ellipse represents a Gaussian). Note
that our relevance determination scheme suppressed obser-
vations that were on the true target location, a result that
indicates that a validation scheme using the trained RVM
classifier would also fail.

(@) (b)

Figure 10. Tracking results for the last frame of the *’CD cover’ se-
quence (DSS = 4 and DST = 6). Half of the target is artificially
occluded. (a) Relevant observations (b) Probabilistic predictions.

4. Conclusions

In this paper we have presented a method for efficient
and robust visual tracking. We propose a discriminative
framework in which multiple observations provide predic-
tions of the state of the target. Each prediction is moderated
by the relevance of the corresponding observation, as this
is determined by a probabilistic classification scheme. To



the best of our knowledge this is the first work that utilises
multiple observations for discriminative tracking or uses a
classification scheme to access in advance the relevance of
an observation (as opposed to the a posteriori validation of
the prediction). We have illustrated the efficiency of our ap-
proach in a number of image sequences for the problem of
2D tracking and in particular its ability to deal with large
motion and with partial occlusions. For future work we in-
tend to extend the proposed scheme for tracking 3D human
pose under occlusions and background clutter.

Appendix A

In this appendix we will briefly outline a method for ap-
proximating a mixture of L Gaussians with a reduced M -
component mixture. Our derivation, builds on the method
of Vlassis and Verbeek [14] for learning a Gaussian Mixture
from noisy data.

Let us denote with

L
fl@)=> puf(all)
=1

the given L-component mixture, where f(z|]l) =
N(x;,Cy), forl = 1...L,is a Gaussian with known mean
x; and covariance C). Let us also denote with

M
plz) = wmp(z|m)

m=1

the unknown M-component mixture, with p(xz|m) =
N(pi, Sm), form = 1... M, is a Gaussian whose mean
4m, cOvariance S, and mixture coefficient 7, we seek to
estimate.

As in [14] we minimise the Kullback-Leibler divergence
between p(z) and f(x), by maximising an objective func-
tion that is a lower bound of the negative of the KL-
divergence. Formally, we maximise

L
f’::;E;//dwd$f<wﬂ>ﬂogp<w>—-Bﬂ»n[m<nw|p<nuxﬂ},

(12)
where ¢;(m), forl = 1...L, are auxiliary variational dis-
tributions that are introduced for bounding from below the
negative of the KL-divergence between p(x) and f(z).

The update equations are identical to the ones derived
in [14] in the case that p; = i, and very similar to the
update equations of the EM algorithm. More specifically
the variational distributions ¢; are updated as

1
q(m) o« mmp(x|m) exp {— 5 Tr [57;1 Cl]} (13)

while the mixture components are updated as

L L
>ty pigr(m) _ 2l pg(m)m

T = , (14)
St iy i (m) S pai(m)
o Yy pa(m) (maf + C)) T (15)
SE L a(m) o
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