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Abstract

Creating uniform lighting for archival-quality document
acquisition remains a non-trivial problem. We propose a
novel method for automatic photometric correction of non-
planar documents by estimating a single, point light-source
using a simple light probe. By adding a simple piece of
folded white paper with a known 3D surface to a scene, we
are able to extract the 3D position of a light source, auto-
matically perform white balance correction, and determine
areas of poor illumination. Furthermore, this method is
designed with the purpose of adding it to an already im-
plemented document digitization pipeline. To justify our
claims, we provide an accuracy analysis of our correction
technique using simulated ground-truth data which allows
individual sources of error to be determined and compared.
These techniques are then applied on real documents that
have been acquired using a 3D scanner.

1. Introduction
The need for high-quality acquisition techniques of non-

standard documents is becoming a requirement at the fore-
front of many digital library iniatives. While flatbed scan-
ners have matured to a place where they are the accepted
standard for digitization of standard documents, documents
such as ancient bound manuscripts and scrolls are left with-
out a suitable mainstream technology.

While improvements of 3D surface acquisition technol-
ogy are, allowing the shape of non-planar texts to be cap-
tured, the problem of archival-quality texture acquisition
still exists. It remains a hard problem for a well-trained
photographer to produce near-constant illumination over an
aged, and severely wrinkled, manuscript. Moreover, even if
suitable lighting is obtained for one portion of a document
there is no guarantee that the same lighting configuration
will be correct for the next area/page to be acquired.

This work relies on the Shape-from-Shading (SfS) theo-
retical foundation to estimate light source parameters with
the final goal of document correction. The methods pre-

Figure 1. (a) Portion of a deteriorated newspaper clipping. (b) Our
corrected result.

sented here combine three fields to produce a final system
for document restoration.

The first area, Shape-from-Shading, has been one of
the major focus area in Computer Vision[10, 22] for many
years. There are 4 central parameters involved in this prob-
lem: Lighting, surface shape, surface reflectance(albedo),
and shading. Normally a set of assumptions are made in-
cluding: Lambertian surface[13] with constant albedo, di-
rectional light source or source at the camera optical cen-
ter, and an orthogonal projection model [6]. Hertzmann
and Seitz [9] proposed an approach that recovers shape and
material by looking up a shading-normal table built using
a spheric light probe, where distant light and orthographic
camera is assumed but the surface is not limited to lamber-
tian. In [2], it has been proved that when the light direction
and the Lambertian surface reflectance are unknown, the
problem is ill-posed and there is no unique solution. Pra-
dos and Faugeras model SfS as a well-posed problem by
taking into account the illumination attenuation term [17]:
Assuming known light source (at camera optical center),
lambertian surface reflectance(constant) and the camera pa-
rameters, the shading allows recovery of surface shape from
only one image without additional information. They apply
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this SfS model to recover cylindric document shape from
scanner images and use it for document restoration [16].
Work has also been performed under a point light source as-
sumption. Iwahori et al. [11] performed shape from shading
assuming a point light source. Kim et al. [12] also recon-
structed shape using photometric stereo and multiple point
light source positions. Finally, Frolova et al. [7] demon-
strated the use of spherical harmonics to reconstruct depth
using point light sources.

However, for standard SfS assumptions the problem re-
mains ill-posed without prior information. Therefore, many
groups have added light probes that return the problem to
a well-defined state. Hara et al.[8] provide a method to es-
timate a single point light source position and surface re-
flectance properties from a single image with know scene
geometry. This work assumes detectable surface specularity
that can be separated from the diffuse surface reflectance.

Using spherical light probes has also provided solutions
to light-source calibration. The use of matte spheres that
follow a lambertian reflectance properties [25] [23] have
also been widely used in light source estimation methods.
Powell et al.[15] have introduced a novel calibration object,
using 2-3 spheres with known position, to calculate the 3D
position of multiple light sources. Also, Takai et al.[20] use
the notion of a difference sphere to calculate the position
and radiance of multiple light sources. Alldrin et al.[1] use a
planar light probe with a multi-layered, transparent medium
which differentially absorbs and reflects light. Then Fourier
series coefficients are recovered of the incident lighting pa-
rameterized over the plane.

Sata et al.[18] have developed robust methods for light
estimation using cast shadows of known geometry. While
the usefulness of these methods cannot be understated,
work in document imaging can often be limited to a library
archive environment. These limitations led our work to fo-
cus on a light probe that could be manufactured in-field and
provide minimal disruption to a digitization pipeline.

Light source estimation is only part of the problem for
document correction. The estimated parameters must be ap-
plied in a way to provide the best final result.

Document distortion correction techniques have devel-
oped from 2D image processing [5] to 3D model manipula-
tion [21, 24, 3, 4, 19]. Due to the fact that the surface shape
distortion induces content distortion and shading irregulari-
ties in the captured image, techniques have been developed
to tackle geometric rectification. A category of the work
assumes regular models for the surface shape [21, 24, 4]
while more recently a technique based on physically-based
simulation [3] has emerged to flatten arbitrarily warped and
crinkled documents. Beyond geometric restoration, shad-
ing correction has also attracted attention. A few exam-
ples of work propose methods to address both geometric
and photometric correction of documents of some limited

geometric types [24, 4]. Consequently, an algorithm is pre-
sented in [19] handles more extensive document types by
reducing the shading correction problem to solving a Pois-
son equation with Dirichlet boundary conditions, which is
formulated by relaxing the gradients of the pixels on the
illumination edges that correspond to edges in the surface
depth map. It is developed to handle documents folded with
“hard” creases instead of warped with “soft” distortion, like
the document used in our experiment shown in section 4.1.
More related to our work, Prados and Faugeras use a Shape-
from-Shading algorithm for document restoration [16] as
we discussed earlier.

As we have observed in our research, the 3D document
acquisition pipeline typically leaves flexibility for improve-
ments to be added between most steps of the digitization
process. In this work, we introduce a method for correcting
poor lighting conditions during the scanning process. By
using a simple folded piece of paper in the acquired scene,
we can correct any shading variation caused by a single
point light source. It is often a very difficult problem when
trying to illuminate a surface uniformly and almost impossi-
ble with a single light. This is even more the case when the
surface has become distorted from damage, deterioration,
and/or age. Furthermore, we can correct white-balance in
the final image when a non-white light is used. This en-
tire process adds little overhead and work to the digitization
process.

Our method uses the same mathematical foundations of
Shape-from-Shading, but in an inverse manner. We know
that for a small region on a surface, with known albedo,
intensity, and normal, the light source direction can be cal-
culated. We take this basic relationship one step further.
If we perform this directional light estimation for different
patches on the same surface, illuminated by a point light
source, can we use the direction for each of these patches to
find the 3D location of the light source? We have found that
the answer is yes. We are able to demonstrate our equations
through synthetic data and analyze different sources of er-
ror that may affect the accuracy of the calculation. Then
we demonstrate our technique on real data that has been ac-
quired with 3D scanners.

2. Method
Derived from Shape-from-Shading theory, we devel-

oped an approach to estimate lighting condition, including
source position and color/intensity, with a folded white-
paper model. Our approach is proposed to deal with both
directional light and point light source which is excluded
in existing SfS/photometric stereo algorithms. The method
is designed to fit into the common scenario of document
acquisition and provide automatic digital restoration mini-
mizing extra efforts. Only a simple piece of white folded
paper is required and it is added to the acquisition scene



serving as a light probe, which is scanned to build a model
taking advantage of the scanning facilities for the document
acquisition.

We assume most documents are originally flat. This as-
sumption underlies our restoration framework. Digital im-
ages/models of documents are usually distorted because of
its non-flat(wrinkled) surface. The distortions can be char-
acterized as photometric distortion and geometric distor-
tion. Using estimated light parameters, we can rectify the
photometric distortion, including unwanted tint from the
lighting and the non-uniform shading over the surface due
to distorted surface geometry.

In parallel with the photometric restoration pipeline, a
geometric correction procedure, similar to [3], is applied to
the document model to restore the damaged irregular docu-
ment surface to its original flat status.

Both the light estimation and the restoration procedures
are 3D model driven, starting from a 3D model of a docu-
ment that consists of a geometric mesh and a texture map.
Our method integrates with any scanning system that pro-
duces a 3D point cloud or surface with a registered texture
image.

2.1. Assumptions

A number of assumptions have been applied to Shape-
from-Shading and light-source estimation in the literature.
However, many of these assumptions have limited real-
world applications of the presented methods.

In particular, a common assumption in SfS is the ”direc-
tional lighting” condition. This assumption easily holds for
synthetic experiments, but can be hard to produce with real-
world applications. Our method relaxes this strong con-
straint and provides facilities to estimate point source light-
ing by making a reasonable assumption:

For a very small surface region, the illumination from a
point light source approximates to directional lighting.

Secondly, we assume Lambertian surfaces for both the light
calibration target and the document itself. This assumption
is easy to approximately satisfy for many commonly used
paper types especially historical documents.

In addition, we assume direct illumination i.e. inter-
reflections and shadows are neglected. Contingent on this
assumption, ambient light must be minimal in the scene;
a practical requirement for most document archives. Fi-
nally, we assume attenuation of light during transmission
in medium (air) can be ignored.

2.2. Light Source Estimation

A piece of white paper is used as a light probe to estimate
the light source including the position for point sources and
direction for directional sources, each in the scanner coordi-
nate frame, and its acquired RGB color. The paper is folded

Figure 2. A screenshot of our system with estimated parameters
labeled.

such that its surface contains facets with non-uniform nor-
mals and shading.

2.2.1 Position Estimation

The foundation for our method is the general Irradiance
Equation:

I(u, v) = ILρ(x, y, z)
~L(x, y, z) · ~N(x, y, z)

|~L(x, y, z)|| ~N(x, y, z)|
(1)

Where IL is the light intensity/color. ρ denotes the albedo
at the shaded point, L is the lighting direction vector and N

is the surface normal vector at the point.
Under the perspective projection model, let X =

(x, y, z) denote a surface point identified by real-world co-
ordinates. It is projected onto image point i = (u, v):

i = PX (2)

where P is the camera’s projection matrix.
Under the point light source condition, we assume that

within a ”small” region the lighting approximates to direc-
tional lighting. We name this kind of region on the lit sur-
face, that is illuminated by approximated directional light-
ing, as a patch. How small a region should be to satisfy the
assumption depends on how far the light source is from the
lit object. In our experiments, light sources were placed
around 1.5 meters and we choose patches with radiuses
about 2.5 centimeters. We discuss how the patch size in-
fluences the estimation result in section 3.

Suppose N patches are chosen on the calibration tar-
get and each patch is illuminated from direction ~Ln =
(lxn, lyn, lzn) which is normalized, where n = 1, 2, ..., N .

Within patch n, suppose there are M illumination facets.
An illumination facet is defined as the union of connected
polygon faces that share similar normals. Each facet has
an intensity Im and unit normal ~Nm = (nxm, nym, nzm)
where m = 1, 2, ..., M . To handle sources of error from real
scans, we have added statistical techniques to compute the
normal and intensity for each facet by optimally fitting point



samples. A Principle Components Analysis (PCA) method
is used to compute the normal of the total least-squares fit-
ting plane for a set of vertices within the illumination facet.
Also, to compensate for sensor noise in the acquired texture
image, we average the intensity values of every texel within
an illumination facet.

According to equations 1 and 2, we can construct an irra-
diance equation for each patch by assuming the calibration
target albedo is white (i.e. ρ = Iwhite):

ILIwhite(lxnnxm + lynnym + lznnzm) = Im (3)

Dividing the mth facet by the kth facet yields:

Im

Ik

=
lxnnxm + lynnym + lznnzm

lxnnxk + lynnyk + lznnzk

(4)

which can be written as:

Amklxn + Bmklyn + Cmklzn = 0

where :
Amk = Imnxk − Iknxm

Bmk = Imnyk − Iknym

Cmk = Imnzk − Iknzm

(5)

A linear system can be constructed with 3 unknowns:
lxn,lyn, lzn for each patch n:
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(6)
At minimum, 4 facets are needed to solve the lighting

direction for each patch. Usually more facets are used to
overcome image noise and other factors. Singular Value
Decomposition (SVD) is applied on the coefficient matrix
to find the null-space of the system and obtain the optimal
least-squares solution.

For directional light, 1 patch is enough to obtain the light
direction. For a point light source, after having obtained
the lighting directions for at least 2 patches, we calculate
the intersection of the light rays associated with the patches
to obtain the point light source position S, which can be
defined through the parametric representation of each light
ray:

S = Cn + ~Lntn n = 1, 2, ..., N (7)

which leads to the linear system:
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(8)

where Cn is the center of patch n. The solution can be
found by multiplying the right side matrix of the equation
by the pseudo-inverse of the coefficient matrix.

In practice, we apply a RANSAC algorithm to overcome
bad patch estimations due to un-modeled reflectance prop-
erties and a lack of surface normal variations.

2.2.2 Color Estimation

With estimated light source position S = (sx, sy, sz), each
illumination facet m can vote for a light color estimation by
solving IL from equation 3:

ILm =
Im

Iwhite(
−−−−→
S−Cm

|S−Cm| ·
−−→
Nm)

(9)

where Cm is the center of the facet. We average the voted
colors as the final estimation. The operations are applied in-
dependently on the R, G, and B color channels. This allows
us to solve for the captured light source color.

2.3. Document Restoration

A complete document restoration is achieved by simulta-
neously correcting the distortion from the two components
of a document model: the geometric mesh and the texture
map. We implement geometric correction using the tech-
niques presented in [3, 19]. A surface mesh acquired from a
high-resolution 3D scanner, modeled as a mass-spring sys-
tem deforms realistically when simulation is governed by
physical laws. A ”gravity” force is simulated to drive the
surface to collide with and rest on the flat ground. The
whole system strives to minimize its accumulated potential
energy of the springs. The technique is able to restore an
arbitrary crumpled document surface and produce an ap-
proximate conformal mapping that parameterizes the three
dimensional surface on a planar domain [14].

Many documents, especially aged documents, are close
to Lambertian surfaces, where the reflectance varies directly
proportional to a scale factor f that equals to the cosine of
the angle θ between the lighting direction and the normal
of the surface at that point given by f = cosθ. With an
estimated point light source position, using our approach
described in section 2.2.1, it is straightforward to compen-
sate for the non-uniform illumination over the surface: the
intensity value of each image pixel is divided by cosθ. The
resultant image is equivalent to one captured for a docu-
ment with flat surface. Moreover, the scene lighting is not
perfectly white in most cases and imaging devices often add
skew to the color of a scene. With the captured light color
estimated in section 2.2.2, we are able to remove the tinting
effect caused by the illumination and restore the document
image to its original albedo by updating the scale factor f

as f = ILcosθ. When completed, the final output is a docu-
ment image without photometric and geometric distortion.



3. Empirical Analysis

Figure 3. (a) The ground-truth shaded surface. (b) The difference
image of the ground-truth shaded surface and shaded surface with
vertex error added (σ = 1.2). Note: White (diff= 0) and Red
(diff= 255).

We present analysis of various aspects of our method
with ground-truth data. Using synthetic data, we are able
to control most sources of error. Therefore, errors can be
analyzed independently by simulation in a controlled envi-
ronment. After quantifying the error, we show results from
an actual scan performed with a 3D scanner.

3.1. Surface Perturbations

All readily available 3D scanning technologies introduce
some form noise in the acquired surface. High-frequency
noise, in particular, is very common in most scanning tech-
nologies. These small variations in the surface add great
amounts of error when triangulating a 3D point cloud. This
error propagates directly to the surface normal for each
polygon which is used directly when estimating the light-
source position. To determine how great the effect of high-

Figure 4. Demonstration of the error introduced by random noise
in the 3D points of a surface.

frequency surface noise is on our final estimation, we per-
formed experimental calculations directly on ground-truth

data. Using a random number generator following a uni-
form distribution, we added varying levels of random error
to each dimension of the 3D vertices.

Figure 4 shows the result of applying the surface pertur-
bations. The plot shows that error follows a linear pattern.

Figure 3 shows the difference of the ground-truth shaded
image with the shaded image of an estimated light position
with added error.

3.2. Number of Patches Selected

During our experiments, we have determined that the
number of patches selected also plays a role in the accu-
racy of the final light position result. To test this result, we

Figure 5. Demonstration of the accuracy produced with varying
numbers of patches selected.

selected an increasing number of patches with 5 facets each
and calculated the light position with each increase. We
started at the minimum of 2 patches and added up to 8 more
patches. The two most notable features of this plot are the
global minimum when there are 3, 4, or 5 patches and, once
more than 5 patches are used, error begins to greatly reduce
the overall accuracy of the light estimation.

3.3. Number of Facets per Patch

Another parameter in our algorithm is the number of
facets selected per patch. The underlying equations require
atleast 4 facets to solve the set of equations. However, as
can be seen in Figure 6, once more than 8 facets are chosen
per patch, error greatly reduces the estimation. This vali-
dates our assumption that a small area on the surface can
be estimated with directional light, but when this area be-
comes to large this assumption fails. Furthermore, depend-
ing on the selection of the facets, when only using a small
number, their variation in intensity and normals plays a very
important role. For example, it should be possible to select
4 facets with similar intensities and normals. This case is
under-constrained and will lead to an invalid solution.



Figure 6. Demonstration of the accuracy produced by increasing
the total number of facets for every patch.

3.4. Other Sources of Error

Another source of error can be the placement of the
patches themselves. Since the algorithm relies on triangula-
tion of directional light rays, a user must keep in mind that
patches to close together might produce parallel or near-
parallel rays. This issue requires the simple solution of se-
lecting patches with enough relative distance between them
to produce nicely-behaving intersecting rays.

On a different note, there is a different source of error
introduced by the texture acquisition itself. Digital cameras
introduce another source of error when imaging a surface.
Gaussian noise is an intrinsic property of current image sen-
sor technologies which becomes even more apparent when
dealing with areas of low illumination in a scene.

3.5. Real-world Analysis

Figure 7. A comparison between acquired texture image and
shaded rendered image with estimated light position. (a) shows
texture image. (b) shows shaded image with light estimated.

Since performing exact measurements of actual light
sources is very difficult, providing numerical analysis of
real-world results becomes much harder. However, demon-
strating the performance of our algorithm by visual obser-
vation serves as a sufficient example that our results are as
expected. In Figure 7, the 3D surface of an acquired cali-
bration target is shown. For reference, the acquired texture

image, used for calibration, is shown in Figure 7(a). The es-
timated light source position and color is then calculated for
this data set and the rendered estimation is shown in Figure
7(b). As can be seen in Figure 7, the shaded surface looks
consistent with the acquired texture image.

3.6. Effect of Error on Photometric Correction

The accuracy of the photometric correction with respect
to the original document is directly related to the accuracy
of the light source position and color estimation. In Figure
8, a direct comparison is made between a ground-truth doc-
ument image and the photometrically corrected image for
varying degrees of light source position accuracy. For ref-

Figure 8. Overall photometric correction accuracy dependent on
light source estimation.

erence to the previous plots, we move the Y-axis, error of
light position, to the X-axis and show the error between the
ground truth and the photometrically corrected image for
each light source position on the Y-axis.

4. Results

We have implemented the algorithms presented in sec-
tion 2 and applied them on synthetic and real-world docu-
ment restoration.

4.1. Synthetic Results

Using Autodesk 3D Studio Max, we generated a virtual
scene that included a distorted surface with a document tex-
ture map, a distorted white surface to serve as a light probe,
a colored point-light source that illuminates the scene, and a
camera. We created the surface distortions using the built-in
noise function and adding a preservation constraint that kept
the polygon edge lengths close to the original edges. Figure
9(a) shows the image captured by the camera. The geomet-
ric distortions cause the non-uniform illumination over the



Figure 9. (a): The synthetic input image of a distorted document and paper light probe. (b): The photometrically corrected document image
using the proposed method. (c): The final output showing geometric and photometric distortion removal.

surface and the distorted lines. Also, due to the influence of
the light color, the captured document image deviates from
its original albedo.

We applied the method described in section 2.2 to ob-
tain an estimation for the light position and its color. Us-
ing the estimated values, photometric correction was ap-
plied and produced a document image free from distortion
when combined with the geometric correction. The esti-
mated light position is (14.1074, -35.5189, 40.0826) versus
ground truth (14.243; -36.644; 40.965) and estimated light
color (RGB) is (188.7, 213.69, 155.55) versus ground truth
(189,213,155). Figure 9 shows the entire restoration pro-
cess. Figure 9(a) shows the input image, (b) shows photo-
metric correction, and (c) shows the final output after geo-
metric correction. The document content looks significantly
better than the input image: lines are straightened, illumina-
tion is uniform and albedos are undistorted. In Figure 9(b),
the rectangle marks the region that failed in restoration due
to shadows in the input image. However, our system can
notify the user of these failures to facilitate proper action
during digitization.

4.2. Real-world Results

In Figure 10(a), we show an image of a wrinkled news-
paper. These non-uniform variations in the surface create
a very difficult task when trying to generate constant illu-
mination across the surface. The result of our photometric
correction and geometric un-warp is shown in Figure 10(c).
In Figure 11(a), we show the image of a heavily worn book
cover. This surface is particularly interesting because of
water-damage and folding that have occurred to the surface.
The result of our photometric correction is shown in Figure
11(b). However, it should be noted that the 3D scanner we
used did not have high enough resolution to model all of the
surface variations. Therefore, some of the dimples and folds

Figure 10. (a) Example of damaged newspaper fragment. (b) The
photometric and geometric correction result. (The highlighted
square marks the region shown in Figure 1.)

are not completely corrected. However, this is a limitation
of our scanning device which did not accurately model the
surface and is not a failure of our method.

5. Conclusion
In this work, we have presented a novel technique for

the photometric correction of distorted documents that can
be included in most current restoration systems, as we have
demonstrated. This system robustly estimates the position
and color of a point-light source using a new type of light
probe that reduces many of the requirements needed for cal-
ibration. We have demonstrated particular sources of error
that may have adverse affects on the results. Moreover, we
have produced promising results for both synthetic and real-
world data.
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