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Abstract

This paper presents a novel spatio-temporal Markov ran-

dom field (MRF) for video denoising. Two main issues are

addressed in this paper, namely, the estimation of noise

model and the proper use of motion estimation in the de-

noising process. Unlike previous algorithms which esti-

mate the level of noise, our method learns the full noise

distribution nonparametrically which serves as the likeli-

hood model in the MRF. Instead of using deterministic mo-

tion estimation to align pixels, we set up a temporal like-

lihood by combining a probabilistic motion field with the

learned noise model. The prior of this MRF is modeled

by piece-wise smoothness. The main advantage of the pro-

posed spatio-temporal MRF is that it integrates spatial and

temporal information adaptively into a statistical inference

framework, where the posteriori is optimized using graph

cuts with alpha expansion. We demonstrate the perfor-

mance of the proposed approach on benchmark data sets

and real videos to show the advantages of our algorithm

compared with previous single frame and multi-frame algo-

rithms.

1. Introduction

Many dynamic vision algorithms are sensitive to noise,

such as corner detection and feature tracking. Video de-

noising can substantially improve the results of these al-

gorithms. It is also desirable to reduce noise caused dur-

ing capturing and transmission of video in order to pro-

vide better video quality for viewing or manipulation. A

number of previous video denoising methods are directly

extended from image denoising, such as filtering [2, 7],

wavelet shrinkage [21, 24] and PDE [15] based methods.

However, treating video as an isotropic 3D volume may in-

troduce motion blur and artifact because the spatial dimen-
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sion has different resolution and continuity properties with

the temporal dimension. Several methods [8, 30] use a mo-

tion compensation stage before spatial filtering. An adap-

tive spatio-temporal bilateral filtering with motion compen-

sation is used in [1]. A Bayesian approach is presented

in [13] to restore old film using MCMC.

At a first glance, video denoising could be much eas-

ier than the static image case because the temporal dimen-

sion provides much richer information. If the trajectory of

one pixel is accurately known, the average of n samples

along this trajectory provides a maximum likelihood esti-

mator which reduces noise level by a factor of
√

n. Unfor-

tunately, motion estimation can be inaccurate from a noisy

sequence. On the other hand, long range motion cannot be

estimated for all pixels. Another uncertainty is the level of

noise which is usually needed to be known such that pa-

rameters can be tuned accordingly [19, 20]. Noise estima-

tion algorithms have been proposed to estimate the level of

noise from a single image [16] or image sequence [31]. All

these methods are still limited to estimate an upper bound

of noise or estimate parametric (Gaussian) noise.

In this paper, we address the video denoising problem

as visual inference where three uncertainties: motion, noise

and smoothness are integrated together using an MRF ap-

proach. Previous MRF based methods have demonstrated

decent results in static image restoration [9, 14, 22], but no

attempt has been made to video by considering temporal co-

herence. The main difficulty for video is how to construct

the MRF in the spatio-temporal domain [27] while avoiding

the complexity to grow exponentially.

The main theoretical contribution of this paper is a

spatio-temporal Markov random field along with the well

designed algorithms for its construction. Two main issues

are addressed in this paper: the estimation of noise model

and the proper use of motion estimation.

Different from previous methods which mainly estimate

the noise level, we present an effective method to learn

the non-parametric noise distribution from video sequence,

which does not rely on a parametric representation of noise
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and is capable of coping with time-varying noise distribu-

tion. The learned noise model will serve as the likelihood

model in the proposed MRF. In video denoising, temporal

coherence is important. Here in our algorithm, the key of

modeling temporal likelihood in this MRF relies on the use

of a probabilistic motion field [26], where not only a dense

motion field is provided, but also a probabilistic distribution

is build to describe the motion of each pixel. It explicitly ac-

counts for inaccuracy and ambiguity in motion estimation

and provides an adaptive temporal neighborhood.

In the remainder of this paper, we will first formulate

the spatio-temporal MRF in section 2. We then show how

the noise model is automatically learned in section 3. The

temporal likelihood is described in section 4. We provide

experimental results in section 5 and conclude the paper in

section 6.

2. Bayesian Spatio-Temporal Restoration

We treat denoising as a Bayesian inference problem:

infer clean frames {xt}, from noisy frames {yt}, where

t = 1, ..., n. One may choose to write the full posterior

as

P (x1, ...,xn|y1, ...,yn}
∝P (y1, ...,yn|x1, ...,xn)P (x1, ...,xn)

(1)

using the Bayes’ law, where P (x1, ...,xn) models both spa-

tial and temporal smoothness prior. However this direct ap-

proach will result in a very large MRF which is intractable.

Instead of the full Bayesian method, we use a factorized

Bayesian approach: the posterior of individual frame is

written as P (xt|yt−m, ...,yt, ...,yt+m) by assuming m-th

order dependence on the bidirectional temporal neighbor-

hoods. In this way, the posterior defined on each frame t

can be written as:

P (xt|yt−m, ...,yt, ...,yt+m) ∝ P (xt)

m
∏

k=−m

P (yt+k|xt)

(2)

We explain equation 2 in more detail as follows:

• Likelihood - P (yt|xt) provides data evidence from the

observed frame at time t. This likelihood is essen-

tially defined by a noise model. A complete likeli-

hood model requires the estimation of noise distribu-

tion rather than a level of noise. We will show how

to learn a noise distribution from the input video. Our

noise model can also been adaptively updated along

time to reflect non-stationary noise distribution.

• Temporal likelihood - P (yt+k|xt)|k 6=0 provides data

evidence from temporal neighborhoods for frame t.

Modeling these temporal likelihoods is not a trivial

task because the observation yt+k|k 6=0 is not spa-

tially aligned with the hidden variable xt so we can-

not directly use the noise model as the temporal like-

lihood. Obviously temporal likelihood is determined

by both the motion and the noise model so we will in-

troduce a probabilistic motion field together with the

noise model to formulate the temporal likelihood in

our MRF.

• Prior - P (xt) models intra frame smoothness which

follows the widely used piecewise smooth prior for

natural images.

Compared with the full posterior model, this factor-

ized Bayesian formulation shifts the modeling of tempo-

ral smoothness from prior P (x1, ...,xn) term to temporal

likelihood P (yt+k|xt)|k 6=0 term. The original problem of

inferring all frames at once is transformed to inferring indi-

vidual frames and thus the problem size is greatly reduced.

In later sections, we will describe the detailed modeling

of the noise likelihood, temporal likelihood and graphical

representation of the spatio-temporal MRF.

3. Noise Model Estimation

We assume the noise is additive:

y = x + n. (3)

Our goal is to learn the distribution of the noise n ∼ P (n) at

time t. We do not assume an actual parametric form of the

noise distribution such as Gaussian; instead, we use a non-

parametric approach to learn and represent the noise distri-

bution which can account for a large variety of distributions.

Noise estimation from a single image is difficult because

the clean image x is unknown. Noise level can be estimated

by analyzing the gradients of image corrupted by Gaussian

noise [31], or by making use of the piece-wise smoothness

assumption and noise prior [16]. [18] uses static regions

from tens of film frames to estimate the clean frame and a

parametric noise distribution.

We estimate noise distribution from multiple video

frames by using optical flow as the first step. We use the

2D CLG method described in [6] which has already shown

satisfactory accuracy and robustness. The energy minimiza-

tion formulation of optical flow is:

E(w) =

∫

(wT Jρ(∇3f)w + α |∇w|2)dxdy, (4)

where w = (u, v, 1)T ,∇3f = (fx, fy, ft)
T , and

Jρ(∇3f) = Kρ ∗ (∇3f∇3f
T ). The purpose of the struc-

ture tensor Jρ(∇3f) is to diffuse the spatial and temporal

derivatives at a spatial scale of ρ which makes the optical

flow more robust under noise.



We assume the noise is stationary, i.e., the noise distribu-

tion does not vary, within a small period of time, and spa-

tially ergodic, i.e., the noise distribution at different loca-

tions is the same. The first assumption enables us to com-

pute the value of noise from motion estimation; the second

assumption enables us to collect sufficient number of noise

samples. Noise model estimation is performed frame by

frame. At frame t, a number of sites Ω = {pi} need to be

selected and their temporal correspondences will be found

in frame t−m, · · · , t, · · · , t+m by optical flow. There are

three criteria for choosing one good location p:

1. Motion estimation at p should be as accurate as

possible. We use the energy computed by w =
(u, v, 1)T ,∇3f = (fx, fy, ft)

T as confidence mea-

surement of motion accuracy [6]. The higher the en-

ergy is, the lower the confidence is.

2. Estimated motion vector should be close to integer i.e.,

one location with motion (u, v) = (0.9, 0.9) where

current pixel will almost align to its temporal corre-

spondent is preferable to that another with (u, v) =
(0.6, 0.6) where current pixel will only partially align

to another pixel.

3. Pixel p should locate at low gradient region thus in-

accurate motion will not cause significant color differ-

ence between p and its temporal correspondences. A

derivative of Gaussian filter (σ = 1.5) is applied to

compute the spatial gradient. The confidence is low

when the gradient is large.

Both conditions 1 and 2 apply to all 2m tempo-

ral neighborhoods of frame t when choosing pixel p.

Once we have collected a stack of correspondences

{yt−m, . . . , yt, . . . , yt+m} from motion estimation for site

p, the mean value is computed by ȳ = 1
2m+1

∑t+m
k=t−m yk.

We can then calculate noise samples ni = yi+t−m − ȳ,

i = 0, · · · , t−1, t+1, · · · , 2m and add them into the noise

set Θ.

We use the Parzen-window [10] approach to derive a

nonparametric representation of the noise distribution from

Θ = {nj}:

p(n) =
1

|Θ|

|Θ|
∑

j=1

W (n − nj), (5)

where the kernel function W is taken to be a Gaussian func-

tion W (x) = 1
σ
√

2π
e−x2/2σ2

.

The effectiveness of this nonparametric approach is eval-

uated by applying synthetic noise onto a motion sequence.

Gaussian noise ng ∼ N(0, 400) and uniform noise nu ∼
U(−40, 40) are applied to the Suzie sequence respectively.

We use second order temporal neighborhood (m = 2) in
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Figure 1. Noise estimation from video. Top row: three noisy

frames from the Suzie sequence. Middle row: motion confidence

from t to 1, gradient confidence of 3, motion confidence from 3
to 5. Bottom row: estimation of synthetic Gaussian noise and uni-

form noise. Solid line shows the estimated noise distribution and

dashed line shows the ground-truth distribution.

finding temporal correspondences. In Fig. 1, the confidence

map of motion and gradient are shown together with the

noisy frames. Noise samples are drawn from the good re-

gions defined by the criteria listed above. The learned dis-

tributions are compared to the ground-truth and are also

shown.

4. Temporal Likelihood From Probabilistic

Motion Field

A key issue in video denoising is how to exploit the tem-

poral redundancy from motion estimation. In an ideal case,

if long range [23], pixel-to-pixel trajectory is available for

all pixels, per-trajectory average will produce a good esti-

mation of clean pixel values. Unfortunately this is not true

in practice because long range correspondence cannot be

generated exactly at the pixel level - it can be either long

range correspondence at a super-pixel level, or short range

correspondence at a sub-pixel level. Besides, in continuous

motion, one pixel is likely to match to part of another pixel

in the next frame, or in other words, one pixel disassembles

to several pixels. Fig. 2 compares the continuous physical

motion, optical flow motion estimation and the probabilis-

tic motion estimation which has a spatial uncertainty mea-

surement. It has been well known that spatial and temporal

information need to be adaptively integrated for effective

noise removal in video [1], a good temporal neighborhood
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Figure 2. (a) Ideal long range trajectory. (b) Sub-pixel optical flow

starts from pixel center and ends at a subpixel coordinate. (c) Mo-

tion with uncertainty starts from pixel center and ends at a subpixel

coordinate with probability.

is essential in exploiting the temporal redundancy. In this

section, we will show how to define and utilize the tempo-

ral neighborhood through a probabilistic motion field and

how to use it to model the temporal likelihood.

4.1. Probabilistic Motion Field

Motion estimation is usually performed using determin-

istic methods, such as optical flow and correlation, which

typically produce trajectories shown in Fig. 2 (b) where ev-

ery pixel p = (x, y) is provided with a definite motion vec-

tor v = (u, v) [11, 17]. Recent development of optical flow

techniques has achieved high accuracy even under certain

of noise level [4, 5, 6].

We use optical flow as the base-line motion estimator,

and propose to use a probabilistic motion field to model and

utilize the motion uncertainty. By replacing the motion vec-

tor v of pixel p with a probabilistic density function p(v), it

means that one pixel p now moves to p+v with probability

P (v).
Let us revisit the fundamental ambiguity of optical flow,

the aperture phenomenon. Because there are two unknowns

in the optical constancy equation: Ixu + Iyv + It = 0,

there is one directional ambiguity perpendicular to image

gradient. While optical flow algorithms have always been

trying to resolve the ambiguity by applying local [17] or

global [6, 11] constraints, we explicitly make use of this am-

biguity to set up the temporal likelihood. Comparing to the

deterministic method which commits to hard decisions on

pixel motion, the probabilistic method is soft because it in-

troduces a good spatial support, providing more robustness

against noise and capability for a more general probabilistic

framework for video denoising.

We repeat the Lucas-Kanade algorithm here by assuming

a s by s neighborhood which have consistent motion, thus

s2 equations are obtained at pixel p:

Iq

x u + Iq

y v + I
q

t = 0,q = 1, 2..., s2 (6)

where q is p’s neighborhood. We add an uncertainty term ǫ

in the optical flow constraint equation and we get a new set

of equations:

Iq

x u + Iq

y v + I
q

t = ǫq,q = 1, 2..., s2,

a

c

b

d

(c) (d)

(a) (b)

Figure 3. (a)–(d) represent the respective 2D Gaussian of the four

locations a-d shown in the left image.

where ǫq is assumed to be i.i.d Gaussian ǫq ∼ N(0, σ2).
We use a matrix representation of these linear equations:

A

[

u

v

]

= b, where











A =

[

I1
x · · · Is

x

I1
y · · · Is

y

]T

b =
[

ǫ1 − I1
t , · · · , ǫs − Is

t

]T
,

(7)

and the probabilistic motion will follow a 2D Gaussian dis-

tribution:

vp ∼ N(A+E(b), A+ΣA+T ) (8)

where Σ = diag{σ2, ..., σ2} and A+, A+T denote respec-

tively the pseudo inverse of A and AT . We can see that

the distribution is Gaussian and the Lucas-Kanade approach

produces a maximum likelihood estimation from this mo-

tion field.

An interesting property of this motion field is that the dis-

tribution is solely determined by the texture of the neighbor-

hood around pixel p. If p locates at an edge, the motion will

have higher ambiguity along the edge but lower ambiguity

perpendicular to the edge. For highly textured or corner

pixels, the motion ambiguity is very low. This is intuitively

reasonable and it is consistent with research on solvability

issues in optical flow [25]. The motion ambiguity is well

measured by the covariance matrix of the probabilistic mo-

tion field. If the motion is not very ambiguous, the spatial

support is small, otherwise it is large. The shape of spatial

support is anisotropic, which is determined by the shape of

Gaussian distribution. Fig. 3 shows a synthetic image in

which small planar motion, where different locations have

different motion ambiguities. The observation is consistent

with our analysis.

In our implementation, we take deterministic motion es-

timation approach [6] to estimate vp, and associate it with

the covariance matrix in Eqn. 8. The noise term ǫ is pos-

itively correlated to the noise level of the video. We set

σ = 0.3σn where σn is the standard deviation of the esti-

mated noise in Section 3.



In order to reject outliers such as occlusion or regions

with low motion confidence, we define an outlier rejection

switch as in [28] based on the motion energy in Eqn. 4:

ρ(v) =

{

ε, if wT Jρ(∇3f)w > T

1, otherwise
, (9)

where T is a large threshold and ε is a small constant which

are empirically chosen.

The motion distribution is finally given by:

p(v) =
1

C
N(v, A+T ΣA+)ρ(v) (10)

where C =
∫

N(v, A+T ΣA+)ρ(v)dv is a normalization

factor.

4.2. Temporal Likelihood

As we have mentioned earlier, noise model cannot be

directly applied to the temporal likelihood without integra-

tion with motion estimation. We use V t,t+k to denote the

deterministic motion field of the full image between t and

t+ k, followed by the distribution p(V t,t+k). The temporal

likelihood is a marginalization over the probabilistic motion

field:

P (yt+k|xt) =

∫

P (yt+k|xt, V t,t+k)P (V t,t+k)dV t,t+k.

(11)

The probabilistic motion field allows all pixels to contribute

to the temporal likelihood statistically.

Because V t,t+k is defined over all pixel location pairs

{(p,q)}, it is of very high dimension and Eqn. 11 needs

to be simplified. Noticing that the motion field has local

property, i.e. the motion field of one pixel is a Gaussian

of several pixel width for a majority of pixel pairs (p,q),
P (V t,t+k

p→q
) ≈ 0. We define the temporal neighborhood as:

Et(p) = {q|P (V t,t+k
p→q

) > ǫ},

where ǫ is a small constant (1e−2). The temporal likelihood

of Eqn. 11 at pixel p is discretized as:

P (yt+k|xt
p
) =

∑

q∈Et(p)

P (yt+k
q

|xt
p
, V t,t+k

p→q
)P (V t,t+k

p→q
)

(12)

where P (yt+k
q

|xt
p
, V t,t+k

p→q
) = P (yt+k

q
|xt+k

q
) is exactly the

noise-based likelihood estimated in Section 3.

The modeling of temporal likelihood by using the prob-

abilistic motion field has a number of benefits:

1. The temporal neighborhood is adaptive both in size

and shape represented by the probabilistic motion

field. The adaptivity relies on local color and texture

information, which is superior to using a fixed tempo-

ral neighborhood.

xp

xr

xs

yp

Spatial neighborhood

Intra frame likelihood

Temporal likelihiood

Frame t

Frame t + k

Frame t − k

xt+k
q2

yt+k
q2

xt+k
q3

yt+k
q3

xt+k
q1

yt+k
q1

V t,t+k
p→q1

V t,t+k
p→q2

V t,t+k
p→q3t

t + 1

t − 1

t + 2

t − 2

(a) (b)

Figure 4. The graphical representation of the spatio-temporal

MRF. (a) An overview of this MRF. (b) Closed view of tempo-

ral likelihood.

2. The temporal likelihood balances well with the intra-

frame likelihood. If the motion estimation is accurate,

the temporal likelihood will be higher thus more tem-

poral information will be used in inference. Otherwise

more intra frame smoothness will be used.

4.3. Graphical Model for the SpatioTemporal MRF

The graphical model for the spatio-temporal MRF to de-

noise frame t is illustrated in Fig. 4. We usually use m = 3
in this MRF. Only parts of the spatial and temporal neigh-

borhoods are shown in this figure. In this MRF, the data

energy is defined to model the intra frame likelihood and

temporal likelihood:

D(xt
p
) = − log{

m
∑

k=−m
k 6=0

∑

q∈Et(p)

P (yt+k
q

|xt
p
, V t,t+k

p→q
)P (V t,t+k

p→q
)}

− log{P (yt
p
|xt

p
)}. (13)

A smoothness energy S(xp, xq) for spatial neighbors is

used to model the piece-wise smooth prior with disconti-

nuity preservation over 5 by 5 neighborhood (p,q) ∈ Es:

S(xp, xq) = min{|xp − xq| , λ}. (14)

The parameter λ is empirically set between 30 to 60 in our

experiments which explicitly influences the level of contrast

to be preserved. Finally, the full energy of this MRF is:

E =
∑

p

D(xt
p
) + α

∑

(p,q)∈Es

S(xp, xq). (15)



(a) (b) (c) (d) (e)

Figure 5. (a) Original frame No. 83 from the Suzie sequence. (b) Noisy frame, 28.0dB. (c) Denoised result cropped from [8], 34.6dB. (d)

Denoised by GSM algorithm [20], 35.04dB. (e) Denoised by the proposed approach, 36.9dB.

This spatio-temporal MRF is solved by graph cuts algo-

rithm [3] with alpha expansion. The graph cuts is initialized

to noisy observation. The running time for one 176 by 144

frame is approximately 50s on a P4 3GHz desktop PC.

5. Experiments

We have conducted experiments on both synthetic and

real noisy video to test the proposed algorithm. First we

compare our method with other recent single frame and

mult-frame methods on denoising sequences corrupted by

Gaussian noise. The test sequences used are downloaded

from [12]. Two levels of Gaussian noise are added: σ = 10
or PSNR of 28, and σ = 16 or PSNR of 24. The average

PSNRs of denoised sequences are listed in Table 1. Our

method consistently outperforms previous video denoising

methods and single frame denoising methods. The visual

quality can be evaluated in Fig. 5.

Data σ/PSNR (a) (b) (c) (d) (e)

Salesman 10/28 - 32.5 32.7 35.1 35.2

16/24 - - 30.0 32.6 33.7

Suzie 10/28 34.8 - 35.2 37.1 37.1

16/24 32.0 - 33.0 35.1 35.4

Trevor 10/28 33.9 34.1 35.1 36.7 36.9

16/24 31.3 - 32.8 34.8 35.1

Foreman 10/28 33.9 - 33.4 34.9 35.3

16/24 31.1 - 30.7 32.9 33.4

Table 1. Peak signal-to-noise ratio (PSNR) in dB for benchmark

sequences. (a) Joint Kalman and Wiener denoising with motion

compensation [8]. (b) Adaptive K-NN space-time filter [29]. (c)

Gaussian scale mixture method [20]. (d) Space-time patch based

method [2]. (e) Proposed method.

Although in image processing, MRF based method is not

always preferable to wavelet based methods, we can still see

that in video denoising, the spatio-temporal MRF approach

produces very competitive results by a providing a better

interpretation of motion estimation and statistical integra-

tion of motion with noise model and smoothness. From

the benchmark results, our proposed approach gives bet-

ter PSNR than the state-of-the-art single image denoising

algorithm, the Gaussian scale mixture (GSM) algorithm in-

troduced by [20].
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Figure 6. Evaluation on Suzie data with uniform noise

U(−20, 20). (a) Mean absolute difference error between consecu-

tive frames of the noisy and denoised sequence.(b) PSNR of noisy

and denoised sequence.

We have also conducted experiments on uniform noise

applied to the Suzie sequence. First, we evaluate the tem-

poral coherence by computing the mean absolute difference

between adjacent frames. Although motion also introduces

intensity difference between frames, it is a common fac-

tor in the comparison. We can see from Fig. 6(a) that our

algorithm have much better temporal consistence than the

Gaussian scale mixture approach. We further compared the

per-frame PSNR which shows both the advantage and dis-

advantage of our approach. As shown in Fig. 6(b), the pro-

posed approach has much better overall PSNR than the than

that of the GSM method. However, we can see that GSM

method outperforms our algorithm between frame No. 40

to No. 60. The reason for this is when the motion is very

large, there is much less temporal information that can be



(a) (b) (c)

Figure 7. (a) Top, noisy video frame. Bottom, denoised frame using the proposed approach. (b) Closed-up view of the noisy frame. (c)

Closed-up view of proposed approach.

(a) (b) (c)

Figure 8. (a) Top, video frame output by the ASTA algorithm. Bottom, denoised frame using the proposed approach. (b) Closed-up view

of ASTA output. (c) Closed-up view of proposed approach. (Please view this figure in color.)

used by our algorithm. On the contrary, because motion

blur gives more smooth regions, GSM method works even

better in this situation than it usually does.

We apply the proposed MRF to denoise a clip of an old

film, where the noise distribution is unknown. One of the

original noisy frame and corresponding denoised frame are

shown in Fig. 7 which shows the effectiveness of our algo-

rithm. We also compare our approach with the recent ASTA

algorithm [1] although it is not a straight forward compar-

ison. Because the ASTA aims to generate virtual exposure

of video and process it by tone mapping operators which

is unknown to us, we perform denoising on the output of

the ASTA. The color frame is processed in RGB channels

separately and the results are combined together. The com-

parison in Fig. 8 shows that our algorithm further reduces

the amount of noise in this video.

6. Conclusions

To the best of our knowledge, we are the first to perform

video denoising by exploiting Markov random field jointly

in spatial and temporal domain. This MRF is available only

when the probabilistic motion field is modeled and the noise

model is learned. We have shown in this paper how to learn

the noise model and probabilistic motion field to construct

the spatio-temporal MRF.

The proposed probabilistic motion field has the advan-

tage of automatically adapting spatial support in the tempo-

ral neighborhoods. Besides denoising, we predict our algo-

rithm has more applications in video restoration problems.

The learning of the noise model is another contribution

of our paper. Our method is capable of handling not only

Gaussian noise but also other additive noise. The noise

model is updated online in our algorithm, so our approach

can also handle time-varying noise.

There are still several limitations of our approach: when

the motion is large, the temporal likelihood becomes weak,

we will investigate the use of stronger image prior model

such as [22] to compensate this case; the noise is assumed

to be additive in the proposed noise modeling algorithm, we

will try to extend our algorithm to handle the non-additive

case in future work.
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