Abstract

In this paper, we propose a new method to integrate multiview normal fields using level sets. In contrast with conventional normal integration algorithms used in shape from shading and photometric stereo that reconstruct a 2.5D surface using a single-view normal field, our algorithm can combine multiview normal fields simultaneously and recover the full 3D shape of a target object. We formulate this multiview normal integration problem by an energy minimization framework and find an optimal solution in a least square sense using a variational technique. A level set method is applied to solve the resultant geometric PDE that minimizes the proposed error functional. It is shown that the resultant flow is composed of the well known mean curvature and flux maximizing flows. In particular, we apply the proposed algorithm to the problem of 3D shape modelling in a multiview photometric stereo setting. Experimental results for various synthetic data show the validity of our approach.

1. Introduction

Integrating a normal (gradient) field is the essential step in many computer vision problems including the shape from shading [11], photometric stereo [26], shape from texture [6], and so on. And most of algorithms construct 2.5D shapes from a single normal field. However, even with a single normal field, normal integration is not an easy task due to the integrability problem caused by the inherent photometric noise and numerical error. So far many works have been proposed for the robust integration of a normal field to noise, and these methods can be categorized into two groups: The first approach is to map the obtained noisy non-integrable normal field into the nearest integrable space using Fourier basis functions [7], localized wavelet basis functions [13], and a redundant non-orthogonal set of basis functions (shapelets) [15]. Recently, Petrovic et al. [21] proposed to use the belief propagation algorithm in graphical networks to enforce integrability under the assumption that the noise is Gaussian. The second approach is to reconstruct the desired shape directly. In this approach, some error functional involving the depth and normal field is defined and minimized to produce a surface. Horn and Brooks [12] used a variational technique to derive the Euler equation of an error functional, and solved it by the Gauss-Seidel relaxation method. In contrast, Simchony et al. [22] proposed a direct analytical method by solving a Poisson equation.

However, note that all the algorithms mentioned above are devised to integrate a single normal field, and they cannot be applied directly to the multiview normal integration problem. So, in this paper, we address a novel multiview normal fields integration problem and propose an efficient algorithm based on a variational energy minimization framework. In contrast with conventional single-view normal integration algorithms that reconstruct only 2.5D structures, the proposed algorithm can recover the full 3D shape of an object. To the best of our knowledge, there has not been reported any algorithm that integrates multiview normal fields in the computer vision literature before.

Our approach is as follows. We formulate the problem by using a variational framework with a new error functional obtained by generalizing the conventional error functional in [12] in the multiview setting. Then we derive a geometric PDE that minimizes the proposed functional, which is proven to be composed of both the well known mean curvature flow [4] and flux maximizing flow [24]. The obtained geometric PDE is solved by a level set method.

In this paper, we also show that the proposed multiview normal integration algorithm can be applied efficiently to the problem of reconstructing complete 3D shape in a multi-
view photometric stereo setting, in which multiview normal fields are estimated from a number of photometric stereo image sets captured under varying light conditions and camera viewpoints. Note that although few works have been reported on reconstructing shape using multiview photometric stereo images, their problem statements and approaches are different from ours. Lim et al. [17] proposed an iterative algorithm for shape reconstruction from multiple images of a moving Lambertian object. The algorithm starts with an initial piecewise linear surface. And, in the first step of each iteration, the surface normals are estimated through matrix factorizations of intensities gathered from the previous surface estimate and images. In the second step, they are integrated through the minimization using gradient descent, and a new surface is obtained. However, since only a single-view normal field can be handled by their normal integration algorithm, their result is not a complete 3D model but a 2.5D depth map. Instead of estimating and integrating the normal fields from photometric stereo images, Vogiatzis et al. [25] proposed to use a mesh model for the reconstruction of a full 3D shape of a Lambertian and textureless object. Their algorithm initializes the object as a visual hull, and uses the bootstrapping technique that is similar to the work of [17]. Although the full 3D reconstruction is possible due to the mesh based volumetric model, there still remain limitations of assuming the Lambertian and textureless object.

We have conducted experiments on the performance of the proposed algorithm on various test sets, and demonstrated that our algorithm could reconstruct the shapes of arbitrary closed objects accurately with the multiple normal fields obtained from different camera views. Moreover, an additional experiment showed that the proposed algorithm could be applied to the multiview photometric stereo problem successfully.

The rest of this paper is organized as follows. In the next section, we address a brief description and notations of the multiview normal field integration problem. In Section 3, we describe the proposed algorithm in detail. And, experimental results are shown in Section 4. Finally, conclusions are drawn in Section 5.

2. Problem statement

Let $S$ be a closed, twice differentiable surface in $\mathbb{R}^3$, $P$ be a generic point on $S$, and $N$ be an unit inward normal at $P$. And, we assume that there are $n$ calibrated cameras. So, we know the extrinsic and intrinsic parameters of each camera. The extrinsic parameters can be represented by a rigid body transformation $g_i \in SE(3)$, $i = 1, 2, ..., n$ which is composed of a rotation matrix $R_i \in SO(3)$ and a translation vector $T_i \in \mathbb{R}^3$. Then, if we consider $\mathbf{X}$ to be the coordinates of $P$ with respect to the inertial reference frame, the coordinates of $P$ in each camera coordinate frame can be written as $g_i(\mathbf{X}) = R_i \mathbf{X} + T_i$. For the intrinsic parameters, we assume the canonical perspective projection $\pi : \mathbb{R}^3 \rightarrow \mathbb{P}^2; \mathbf{X} = [X_1, X_2, X_3]^T \mapsto \mathbf{X}/X_3$. Extension to the case of general intrinsic parameters can be easily derived. Therefore, the projection of a point $P$ onto the $i$-th camera has the coordinates of $x_i = \pi_i(\mathbf{X}) = \pi(g_i(\mathbf{X}))$.

Let the normal field $v_i : \Omega \subset \mathbb{R}^2 \rightarrow \mathbb{R}^3$, be formed by projecting the normal vectors of the surface $S$ onto the image plane of the $i$-th camera under certain geometric conditions. By considering some additive noise in the projection process, and the visibility constraint of surface points for the camera, a more realistic normal field formation model can be obtained as follows:

$$\left\{ \begin{array}{ll} v_i(x_i) = N(\mathbf{X}) + n_i, & i = 1, 2, ..., n, \\ \forall \mathbf{X} \in \{ \psi_{i,S}(\mathbf{X}) = 1 \}, & \end{array} \right. \tag{1}$$

where $n_i$ is a noise vector that quantifies the deviation from the true normal vector, and

$$\psi_{i,S}(\mathbf{X}) = \left\{ \begin{array}{ll} 1, & \text{if } P \text{ is visible from the } i \text{-th camera;} \\ 0, & \text{otherwise} \end{array} \right. \tag{2}$$

is the visibility function that indicates whether the point $P$ on the current surface $S$ is visible or not from the $i$-th camera.

Now, the problem of multiview normal field integration can be stated as inferring the coordinates $\mathbf{X}$’s of all surface points (or simply $S$) with given estimated or observed normal fields $v_i, i = 1, 2, ..., n$ using (1).

3. Proposed algorithm

3.1. Proposed error functional

Energy minimization has been one of the main approaches to solve the traditional single-view normal integration problem. Let $Z : \Omega \subset \mathbb{R}^2 \rightarrow \mathbb{R}$ denotes a target surface, and $[p, q]^T : \Omega \subset \mathbb{R}^2 \rightarrow \mathbb{R}^2$ to be a given noisy gradient field. Then, the single-view normal integration problem is usually formulated as finding the surface $Z$ that minimizes the following least square error functional $[11, 22]$ given by

$$J_1(Z) = \int \int ((Z_x - p)^2 + (Z_y - q)^2) dx dy, \tag{2}$$

where $[Z_x, Z_y]^T$ is the gradient field of $Z$. This error functional integrates the discrepancy between the observed gradient field and the surface gradient field on the image domain.

In this paper, we also employ an energy minimization approach to solve the multiview normal integration problem in (1) by generalizing the error functional in (2). Note however that in our multiview normal field integration problem, since there is no particular viewpoint that can be used...
as a domain of integration, the target object cannot be represented as a graph on a planar domain as in the single-view case. So, in our new error functional, the discrepancy between the observed normal fields and the desired surface normal should be integrated on the surface domain. Moreover, we have to consider the visibility of each surface point for each camera, and normalize the summation of the discrepancy measure by the number of cameras from which the point is visible. Thus, we propose the following error functional for the integration of multiview normal fields:

\[ J_2(S) = \int_S \frac{1}{N_S(X)} \sum_{i=1}^{n} \psi_i, S(X) \| N(X) - v_i(\pi_i(X)) \|^2 dA, \tag{3} \]

where \( dA \) is an area form and

\[ N_S(X) = \sum_{i=1}^{n} \psi_i, S(X) \tag{4} \]

denotes the number of cameras from which the point \( P \) is visible.

By using (4) and the fact that \( N(X) \) and \( v_i(X) \) are unit normal vectors \( (\| N(X) \| = \| v_i(X) \| = 1) \), the proposed functional in (3) can be rewritten as follows (for the simplicity of the notation, \( N_S, \psi_i, S, N, v_i, V \) are assumed to be functions of \( X \)):

\[
J_2(S) = \int_S \frac{1}{N_S} \sum_{i} \psi_i, S [\|N\|^2 + \|v_i\|^2 - 2N \cdot v_i] dA \\
= 2 \int_S \frac{1}{N_S} \sum_{i} \psi_i, S [1 - N \cdot v_i] dA \\
= 2 \int_S \frac{\sum_{i} \psi_i, S - \sum_{i} N \cdot v_i}{N_S} dA \\
= 2 \int_S [1 - N \cdot \frac{\sum_{i} \psi_i, S v_i}{N_S}] dA \\
= 2 \int_S dA - 2 \int_S N \cdot V dA, \tag{5} \]

where

\[ V(X) = \frac{\sum_{i} \psi_i, S(X)v_i(\pi_i(X))}{N_S(X)} \tag{6} \]

is a vector field denoting the average of the projected visible normal vectors. If we ignore the proportional constant, the first term represents the Euclidean area of the surface \( S \), and the second term is equal to the flux of a given vector field \( V \) through the surface. The optimal solution of this functional can be obtained by simultaneously performing the minimization of the area term and the maximization of the flux term.

Euclidean or more general Riemannian area (length) have been applied to many fields in computer vision such as object segmentation [3, 4] and multiview stereo [5]. By minimizing these area (length) functionals, minimal surfaces (curves) are obtained. Note that in the proposed functional, regularization is implicitly enforced by the minimization of the Euclidean area term. On the other hand, flux has also been considered in many image segmentation problems [24]. Flux of a vector field provides a measure of how well the surface (curve) is aligned with the direction perpendicular to the vector field. Thus, the flux term in the proposed functional encourages the surface normal to align with the vectors in the field \( V \).

### 3.2. Optimization by variational method

The multiview normal integration problem can be solved by minimizing the proposed functional in (5) using various optimization techniques including variational method and graph cuts. The variational method has been used as a typical approach for energy minimization in computer vision. In the variational method, the local minimum of the energy functional can be obtained by solving the corresponding Euler-Lagrange equation. And the Euler-Lagrange equation gives the geometric flow which describes the evolution of the surface. Recently, graph cuts also has attracted much attention as an energy minimization method due to its good performance. And it has been applied to optimize the geometric functional composed of area (length) and flux so that the global minimum was obtained [2, 14]. In this paper, we adopt the variational method as an optimization tool, and leave the using of graph cuts as a future work.

Let \( S_t \) be a smooth family of closed surfaces with time index \( t \), and \( S_0 \) be an initial surface. This family of surfaces describes a surface evolution. Then, the local minimum of the proposed functional can be obtained by evolving the surface through a particular geometric PDE. The following theorem gives us such an energy minimizing flow. (The proof is omitted due to lack of space. It can be easily proved by using theorems in [4] and [24].)

**Theorem 1.** The gradient flow that minimizes the functional (5) is given by the following equation with \( S(t = 0) = S_0 \)

\[ S_t = 2HN - \text{div}(V)N, \tag{7} \]

where \( H \) denotes the mean curvature of \( S \).

In other words, the gradient flow that minimizes (5) is obtained by moving each point of the surface in the direction of the inward normal by an amount proportional to the mean curvature minus the divergence of the vector field \( V \). This can be easily deduced from the formation of the functional (5) which is composed of the area and flux terms. It is well known that the mean curvature flow (\( S_t = 2HN \)) [4] minimizes the Euclidean area and the flux maximizing flow (\( S_t = \text{div}(V)N \)) [24] maximizes the flux term.
By using (6), the divergence in (7) can be rewritten as

$$\text{div}(\mathbf{V}) = \text{div}(\frac{\sum \psi_{i,S}\mathbf{v}_i}{N_S}) = \sum \text{div}(\frac{\psi_{i,S}}{N_S})\mathbf{v}_i + \sum \frac{\psi_{i,S}}{N_S}\text{div}(\mathbf{v}_i).$$

Since $\frac{\psi_{i,S}}{N_S}$ is constant (0 or 1) at most regions on the surface $S$ except some points where visibility from the $i$-th camera changes, $\text{div}(\frac{\psi_{i,S}}{N_S})$ can be approximated to be 0, and the above equation becomes

$$\text{div}(\mathbf{V}) \approx \sum \frac{\psi_{i,S}}{N_S}\text{div}(\mathbf{v}_i) = 2\sum \frac{\psi_{i,S}}{N_S}H_i,$$

where $H_i$ denotes the observed mean curvature from the $i$-th camera. Now, the gradient flow in (7) can be approximated by

$$S_t \approx 2HN - \overline{HN},$$

where $\overline{H} = \sum \frac{\psi_{i,S}}{N_S}H_i$ denotes the average of the observed mean curvature values. From (8), we can see that the flow converges when the mean curvature of the current surface is equal to the average of the observed mean curvatures. This means that the geometry (mean curvature) of the surface is determined by multiple cues (mean curvature) of multiview inputs. So our algorithm can reconstruct the 3D shape more robustly than single-view normal integration algorithms that use only one cue.

### 3.3. Implementation using level set

In order to implement the gradient flow in (7), we use the level set method [19, 20]. In the level set method, a surface is implicitly represented by a zero level set of a Lipschitz continuous function $\phi : \mathbb{R}^3 \rightarrow \mathbb{R}$. This representation enables embedded surfaces to have different topologies so that it allows topological changes during surface evolution. The gradient flow in (7) gives the following level set equation for the function $\phi$:

$$\phi_t = 2H\|\nabla \phi\| - \text{div}(\mathbf{V})\|\nabla \phi\|.\quad (9)$$

Specifically, the above level set equation is composed of a parabolic term ($2H\|\nabla \phi\|$) and a hyperbolic term ($\text{div}(\mathbf{V})\|\nabla \phi\|$). The parabolic term can be discretized using the central difference method, while the hyperbolic term can be independently discretized by upwinding in the proper direction.

The surface evolution through the gradient flow in (7) requires an initial surface $S_0$ and the computation of the vector field $\mathbf{V}$. In this paper, we initialize the surface evolution by using a visual hull [16]. We assume that object’s silhouette information from each viewpoint is also given in addition to the normal fields. Then, by using such silhouettes, we can obtain the visual hull of the object, that is defined as the maximal object that produces same silhouettes. In our level set based implementation of (9), $\phi_0$ is defined as the signed distance function of which the zero level set is equal to $S_0$. For the computation of the vector $\mathbf{V}$ of each point, we need visibility of that point from each camera, that depends on the surface $S$. Thus, at each iteration, the visibility of every point for each camera is determined first using the camera geometry and the current surface $S$. In order to compute the visibility efficiently, we employ the implicit ray tracing algorithm by Tsai et al. [23] that exploits the level set representation.

### 3.4. Application to multiview photometric stereo

In this section, we apply our multiview normal integration algorithm to the multiview photometric stereo problem. In conventional single-(camera) view photometric stereo, multiple images at a fixed viewpoint are taken under different light directions. By using such images, it generally produces a gradient (normal) field, that is subsequently integrated for the reconstruction of a 2.5D surface. In contrast, multiview photometric stereo can be defined as inferring the shape from images under varying both lighting conditions and viewpoints, rather than a fixed viewpoint.

Our algorithm can be stated as follows. Let $I_{ij}, i = 1,2,...,n, j = 1,2,...,l$ denote input images taken at $n$ camera viewpoints with $l$ unknown light direction vectors. In this situation, it is known that the shape of a Lambertian object with a variable albedo can be reconstructed up to an unknown Generalized Bas-Relief (GBR) ambiguity [1]. In this paper, we additionally assume that the light direction vectors $\mathbf{L}_j$ are known, so that the GBR ambiguity can be resolved. By using a conventional single-view photometric stereo technique, each normal field corresponding to each viewpoint can be computed independently through a matrix factorization using Singular Value Decomposition. Note that each normal field $\mathbf{v}_i$ is the optimal solution of the following least square energy function:

$$\sum_{j=1}^{l} \sum_{(x,y)} (I_{ij}(x,y) - a_i(x,y)\mathbf{L}_j \cdot \mathbf{v}_i(x,y))^2,$$

where $a_i(x,y), i = 1,2,...,n$ denotes the surface albedo. Details on computing $\mathbf{v}_i$ can be found in [26].

Now, we can apply our multiview normal integration algorithm to the obtained multiple normal fields $\mathbf{v}_i, i = 1,2,...,n$, so that a 3D shape of the object can be reconstructed. Note that our approach consists of two steps, that is, the estimation of each normal field by conventional single-view photometric stereo, and the multiview integration of such normal fields. Thus, although the Lambertian model is assumed in our current implementation, it can be relaxed by employing more general photometric stereo...
Figure 1. The igea model is rendered from several views in (a). In order to get the normal fields, the normal vectors are transformed to the RGB color vectors, which are used for rendering the model. Then the captured normal fields are displayed in (b).

algorithms for the first step of our algorithm. Then normal fields of an object with almost arbitrary reflectance model can be obtained, and its 3D shape model can be also reconstructed. For example, by adopting recent algorithms [9, 10], we can reconstruct the full 3D shape of an object with a completely arbitrary reflectance model. And, in the recent work of Lim et al. [17], not only images of varying illumination at a viewpoint but also those from different viewpoints are used to estimate the normal field. But, as mentioned in their work, because there was not a multiview normal integration algorithm, multiview normal information was not fully utilized and only 2.5D reconstruction was possible. In this case also, our multiview normal integration algorithm can make it possible to recover the full 3D shape.

4. Experimental results

In this section, we present an experimental results of our algorithm. Firstly, we test our multiview normal field integration algorithm, and then application results on multiview photometric stereo are presented.

4.1. Multiview normal field integration

To test our multiview normal integration algorithm, we used the igea and rabbit models obtained from the Cyberware homepage (http://www.cyberware.com/). They are mesh based synthetic models. The igea model is composed of 134345 vertices and 268686 triangles, and the rabbit model has 67038 vertices and 134074 triangles. The normal vector of each triangle was computed and transformed to the RGB color vector as \( C = [0.5, 0.5, 0.5]^T + 0.5 \cdot N \), where \( N \) is a normal vector and \( C \) is a RGB color vector of which components are ranged between 0.0 and 1.0. Then a normal field from one view was constructed by rendering the mesh model with the normal based color vectors. We used an openGL rendering function. 512 × 512 normal fields from several views were captured synthetically, and some noise was added. Then the normal fields and the corresponding camera parameters were used as inputs to our

Figure 2. From 6 input normal fields, the visual hull is computed and displayed in (a). Our algorithm is initialized by the visual hull, and produces the surface evolution shown in (b)-(d). The visual hull and the converged surface generated from 18 normal fields is displayed in (e) and (f), respectively.
Figure 3. The reconstructed shape of the igea model is rendered from two viewpoints in (a), (b). Serious gaussian and random noises are added to the input normal fields, and the resultant noisy normal fields are displayed in (c), (e). Reconstruction results from those noisy inputs are shown in (d) and (f).

Figure 4. The rabbit model is rendered in (a). From 6 normal fields, the visual hull is computed and displayed in (b). The reconstructed shape by our algorithm is rendered from two different viewpoints in (c), (d). Noisy normal fields corrupted by gaussian and random noises are displayed in (e), (g). Then reconstruction results from those noisy inputs are shown in (f) and (h).

We illustrate the surface evolution result of our algorithm for the igea model in Figure 2(a)-(d). The surface was ini-
ialized from the visual hull generated by 6 input normal fields, and evolved by using the level set method. We can see that our surface evolution algorithm converged well to the original mesh model. To investigate the robustness of our algorithm to the number of input normal fields, another experiment using 18 inputs was performed. The initial visual hull and the converged surface are shown in Figure 2(e) and (f). Although the number of inputs was considerably smaller in the former experiment, the converged surfaces of the two experiments look similar. Thus we can conclude that our algorithm is robust to the number of views and only a few views are sufficient to recover the full shape correctly.

To evaluate the performance of our algorithm qualitatively, some more experiments were performed for the igea and rabbit models. The results are illustrated in Figure 3 and 4. Firstly, the 3D shapes of both models were reconstructed by our algorithm, and rendered from several views as shown in Figure 3(a)-(b) and Figure 4(c)-(d), respectively. We can see that every detail of the original shape has been well recovered. And, obviously our algorithm produced the full 3D shape reconstruction as contrasted with conventional normal integration algorithms. Secondly, in order to investigate the robustness of the proposed algorithm to noise, we added gaussian and random noises to the input normal fields. Gaussian noise with mean 0 and standard deviation 0.2 was added to each component of the normal vector, that was subsequently normalized as a new noisy normal vector. Figure 3(c) and Figure 4(e) show the Gaussian noise added normal fields of the igea and rabbit models, respectively. For the random noise test, we generated noisy normal fields by changing the original normal vector to a random unit vector with 0.03 probability as shown in Figure 3(e) and Figure 4(g). The final shape reconstruction results are presented in Figure 3(d) and (f), and Figure 4(f) and (h) for each model and noise type, respectively. We observe that the shapes have been reconstructed accurately and robustly enough despite of such noisy inputs. In fact, the robustness of our algorithm to noise can be readily expected by the least square formulation and the area minimizing regularization of the proposed functional. Moreover, as indicated in (8), using multiple cues from multiview inputs improves the robustness to noise. Finally, note that the normal fields in Figure 3(c) and (e) have serious discontinuities in the regions of nose and chin. It is still difficult for many conventional normal integration algorithms to reconstruct the shapes in such challenging regions. However, by virtue of using multiview inputs, our algorithm could reconstruct them quite successfully.

4.2. Multiview photometric stereo

For the test of our multiview photometric stereo algorithm, the shape and texture information of a real clay doll was acquired by using a 3D laser scanner, so that a 3D mesh model was constructed. Then, by assuming the Lambertian reflectance model and using the obtained texture as the surface albedo, multiview photometric stereo images were synthesized by rendering the mesh model under varying light directions and camera viewpoints. The shape of the acquired dancer model and the synthesized images from a fixed viewpoint are illustrated in Figure 5(a), and Figure 5(b)-(d), respectively. For qualitative performance evaluation, synthesized images under 13 camera viewpoints and 13 light directions were used as inputs of our algorithm. Reconstruction results are shown in Figure 5(e) and (f). We can see that the 3D shape of the original model has been well recovered, and conclude that our algorithm is effective for shape reconstruction in the multiview photometric
stereo setting.

5. Conclusion

In this paper, we have presented a novel multiview normal fields integration algorithm. It can combine normal fields from multiple viewpoints and generate a full 3D shape of a target object. To the best of our knowledge, this is the first algorithm that can integrate multiview normal fields. Our algorithm has been applied to reconstruct a shape of a Lambertian object in a multiview photometric stereo setting, so that a new multiview photometric stereo algorithm has been presented. It is efficient and flexible, so that it can be easily extended to cover objects with a more general reflectance model.

In the optimization step of our algorithm, a variational technique has been adopted for minimization of the proposed functional, and the resultant geometric PDE has been solved via a level set method. However this approach has a limitation that it can find only some local minimum, and the initial surface has to be close to the solution. So, one of our future works will be applying other optimization techniques including the graph cuts to our algorithm. In our current implementation of multiview photometric stereo algorithm, we assumed Lambertian reflectance model. Thus another direction of our future work will be employing more general photometric stereo algorithms as the normal fields estimation stage of our algorithm, so that we can reconstruct the shape of objects with arbitrary reflectance models.
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