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Abstract

Discriminant Analysis (DA) methods have demonstrated their utility in countless applications in computer vision and other areas of research – especially in the C-class classification problem. The most popular approach is Linear DA (LDA), which provides the $C-1$-dimensional Bayes optimal solution, but only when all the class covariance matrices are identical. This is rarely the case in practice. To alleviate this restriction, Kernel LDA (KLDA) has been proposed. In this approach, we first (intrinsically) map the original non-linear problem to a linear one and then use LDA to find the $C-1$-dimensional Bayes optimal subspace. However, the use of KLDA is hampered by its computational cost, given by the number of training samples available and by the limitedness of LDA in providing a $C-1$-dimensional solution space. In this paper, we first extend the definition of LDA to provide subspace of $q < C-1$ dimensions where the Bayes error is minimized. Then, to reduce the computational burden of the derived solution, we define a sparse kernel representation, which is able to automatically select the most appropriate sample feature vectors that represent the kernel. We demonstrate the superiority of the proposed approach on several standard datasets. Comparisons are drawn with a large number of known DA algorithms.

1. Introduction

A major task in pattern recognition and machine learning is to find that representation where a set of $C$ classes is best discriminated. For example, in computer vision, we may want to find that image representation that allows us to discriminate between a set of $C$ object categories. In this application, we first extract a set of $p$ features from the image – be it geometric or appearance features or a combination of them. Then, we want to use an algorithm that tells us which $q$ linear or non-linear combinations of the original features best discriminate between the samples of different classes. This will reduce the original representation from $p$ to $q$ features (dimensions). The rest of the features ($p-q$) are eliminated because they contain information irrelevant to the classification of the classes and would make the identification of novel (previously unseen) samples very difficult – they could even make a test sample closer to the incorrect class [2]. Therefore, ideally, we want to make $q$ as small as possible. This will guarantee we only use the discriminant features while eliminate the distracters (i.e., noisy features).

Discriminant Analysis (DA) is a set of algorithms commonly used for this task. In DA, we assume the samples are drawn from a set of probability density functions (pdf). These are generally assumed to be Normal or a mixture of these [16]. Probably the most known and used algorithm is Linear Discriminant Analysis (LDA) [1, 2] and extensions [16]. The appeal of LDA comes from the fact that this provides the Bayes optimal $C-1$-dimensional subspace solution whenever the class pdf share a common covariance matrix. By Bayes optimal, it is understood that we can reduce the original representation from $p$ dimensions to $C-1$ with no classification loss (i.e., maintaining the same Bayes classification error). Hence, all the features we eliminate are redundant (noise) and would only serve as distracters in the classifications of subsequent test feature vectors.

Unfortunately, LDA is limited to the case of equal class pdf, which is rare the case in practice. A simple (illustrative) example is shown in Fig. 1(a), where we have four Normal distributions with distinct covariances. In this example, the Bayes optimal classifier is non-linear. To resolve this issue, a method called Kernel LDA (KLDA) has been proposed [9]. In KLDA, we first use a kernel matrix to convert a non-linearly separable problem into a linearly separable one. This can be achieved by defining a symmetric, positive-definite matrix $K$ (known as the Gram matrix) which is the metric defined by the sample feature vectors. In other words, this metric defines the non-linearity of the sample vectors. By undoing this non-linearity, we can find the Bayes optimal $C-1$-dimensional subspace as in LDA. Then, the non-linear solution is obtained by mapping the LDA solution back into the original space. This idea is very useful because kernels can be defined using a dot product in a Hilbert space (i.e., a reproducing kernel Hilbert space).
Unfortunately, when the dimensionality of the solution in the kernel space is less than \((C - 1)\) this method may fail. Fig. 1(b) demonstrates how KLDA fails when only the most discriminant dimension is extracted.

Moreover, the use of a kernel as shown above, is impeded by the computational cost of the resulting algorithm. Note that since the Gram matrix is defined using dot products of all training samples, the mapping from the original to the kernel space is computationally demanding. Also, the requirement on memory sometimes surpasses those available. This is especially true whenever the number of classes \(C\) is large. This issue has been previously addressed in Support Vector Machines (SVM) [12] and in Kernel Principal Components Analysis (KPCA) [13]. However, the algorithms defined to sparsify Kernel Fisher Discriminant Analysis (KLDA) are not useful in practice [10]. This is because the sparse versions of KLDA is defined as an optimization routine, where the \(l\_1\) (linear sparse KLDA, called SKDA\(_1\)) or \(l\_2\) (called SKDA\(_2\)) norm of the classification error is minimized with an \(l\_1\) norm penalty on the solution vector. This optimization procedure is defined in an \(M^2 + 1\) dimensional space for \(M\) training samples. While we need an algorithm to solve the complexity problem for large \(M\), the SKDA\(_1\) or SKDA\(_2\) requires an optimization algorithm that has complexity proportional to \(M^2\). Hence, the usage of this algorithm is limited to either small datasets, or high-end, powerful computers.

Therefore, we need another approach to solve the complexity problem in DA. To address this problem of the kernel approach, we will use a sparse matrix representation of \(K\). We have already stated that \(K\) describes the metric defining the non-linear classification of the classes. Hence, we can simplify our problem to determining that subset of sample feature vectors that suffice to approximate this metric. In other words, the kernel matrix will be given by a small subset of the original samples – what is known as sparse matrix.

As stated above another key question in DA is to find that \(q\)-dimensional subspace which provides the Bayes optimal projection – in the sense that there is no classification loss when reducing the feature space from \(p\) to \(q\) dimensions. LDA and, analogously, KLDA provide the Bayes optimal projection for \(q = C - 1\). An important open question in DA is how to find subspaces with \(q < C - 1\) where the Bayes error is minimized. In general, this problem does not have a solution, because the Bayes error cannot be calculated in spaces of 2 or more dimensions (since this involved non-linear integration with no known solution). Nonetheless, the problem is solvable for \(q = 1\). As shown in [3], the Bayes error in the one dimensional space is given by

\[
2C^{-1} \sum_{i=1}^{C-1} \Phi \left( \frac{\eta(i) - \eta(i+1)}{2} \right),
\]

where \(\Phi\) is the cumulative distribution function (cdf) of the Normal distribution with unit variance. \(\eta(i)\) are the ordered elements \(\eta\), such that \(\eta(1) \leq \eta(2) \leq \cdots \leq \eta(C)\), and

\[
\eta_i = \frac{v^T \mu_i}{\sqrt{1+\Sigma v}}
\]

is the mean feature vector \(\mu_i\) of the \(i\)th class after whitening and projection onto the one-dimensional subspace defined by the unit vector \(v\).

Hence, in principle, it should be possible to use a kernel to map the data into a space where this adapts to the linear constraint and there use (1) to find that one-dimensional subspace where the Bayes error is minimized. We summarize the work in [5] to show how this can be done in Section 2. Such an approach still requires that we optimize the kernel function to correctly map the data to a space where we can use Eq. (1). To make this step tractable, we introduce a sparse matrix representation that automatically selects the most representative samples of the kernel metric, allowing us to obtain the result shown in Fig. 1(c). Derivations and
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Figure 2. This figure shows a basis \( \mathbf{v} \) where the sequence of projected, whitened class means is \( \eta_1 \leq \eta_2 \leq \eta_3 \). Now, note that the color filled region defines the area where all the possible bases \( \mathbf{v} \) that produce the same sequence are. More accurately, this region defines a convex polyhedra given by the following constraint equations \( \mathbf{v}^T \mu_{1,2} \geq 0 \) and \( \mathbf{v}^T \mu_{2,3} \geq 0 \), where \( \mu_{i,j} = \mu_j - \mu_i \).

details of this approach are in Sections 3-5. We provide extensive experimental results in Section 6. Conclusions are in Section 7.

2. The Bayes Optimal One-dimensional Subspace

In this section, we provide the derivations for obtaining the Bayes optimal one-dimensional subspace for the case of equal class covariances. Following (1), we assume we have whitened the class pdf, i.e., \( \Sigma = I \), and that we have equal class priors. Now, we note the class means projected onto the subspace defined by \( \mathbf{v} \), \( \eta_i = \mathbf{v}^T \mu_i \) (where \( \mu_i \) is the mean of class \( i \)), are ordered in the same manner for a range of values of \( \mathbf{v} \). This is illustrated in Fig. 2, where the colored region represents the set of all one-dimensional subspaces \( \mathbf{v} \) where the order of the projected class means is \( \eta_1 \leq \eta_2 \leq \eta_3 \). It is important to note that this region is convex [5]. This allows to state the following result.

**Theorem 1.** Define a constrained region \( \mathcal{A} \) where all vectors \( \mathbf{v} \) sampled from it generate the same ordered sequence \( \eta(i) \) of the whitened, projected mean locations \( \eta_i = \mathbf{v}^T \mu_i \) of \( C \) Normal distributions with identical class covariance matrix. Let \( g(\mathbf{v}) \) be the Bayes error function of the \( C \) Normal distributions in \( \mathcal{A} \). Then, the Bayes error function \( g(\mathbf{v}) \) for all \( \mathbf{v} \in \mathcal{A} \) is convex.

**Proof (sketch)[5].** It is noticed that the Hessian of the Bayes error function is positive semi-definite in \( \mathcal{A} \), which means that

\[
g(\mathbf{v}) = \frac{2}{C} \sum_{i=1}^{C-1} \Phi \left( \frac{-\mathbf{v}^T \hat{\mu}_{i,i+1}}{2} \right).
\]

is convex in \( \mathcal{A} \). \( \square \)

The result given above provides a mechanism to find the solution for any given ordered sequence of projected means \( \eta(1) \leq \eta(2) \leq \cdots \leq \eta(C) \). This reduces to solving a convex optimization problem. The next problem is to determine which of all possible sequences that one can have in a 1-dimensional space provides the optimal solution where the Bayes error between Gaussians (classes) is minimized. We also need to restrict our search space with those vectors that have a unit length only, i.e., \( \mathbf{v}^T \mathbf{v} = 1 \). Since the Bayes error function is monotone decreasing i.e., \( g(\alpha \mathbf{v}) > g(\mathbf{v}) \) for \( \alpha < 1 \), we can relax the non-convex condition to a convex one, i.e., \( \mathbf{v}^T \mathbf{v} \leq 1 \). Hence, the new search space \( \mathcal{B} = \mathcal{A} \cap B^p \), where \( B^p \) is the \( p \)-dimensional unit ball, which is convex.

Our algorithm can thus be summarized as follows. First, find the set \( Q \) of possible orderings of the whitened class means. This is easily achieved by selecting all those sequences for which \( \mathcal{A} \) is larger than the origin. Second, for each ordering \( q_i \) in \( Q \) find that \( \mathbf{v}_i \in \mathcal{B} \) which minimizes the Bayes error by using a convex optimization algorithm. Finally, the optimal solution \( \mathbf{v} \) to our problem is given by

\[
\mathbf{v} = \arg \min_{\mathbf{v}_i} g(\mathbf{v}_i).
\]

From now on we call this algorithm as Bayes-optimal Linear Discriminant Analysis (BLDA). Now we extend this linear feature extraction method to nonlinear by using the kernel trick.

3. Kernel-Bayes solution

In practice it is necessary to relax the assumption of equal covariances. We can achieve this by means of the well-known kernel trick, which permits to perform the calculations in the original space. As in LDA, the criterion of KLDA will aim at the least squares solution maximizing the distance between the projected class means. Thus, this solution will be biased toward those class means that are farthest apart. By using our result provided in Theorem 1, one can resolve this problem.

Let \( \mu_i^\psi \) represent the mean of class \( i \) in a high dimensional space obtained with the mapping function \( \psi(.) \). Each class mean is given by \( \mu_i^\psi = \frac{1}{n_i} \sum_{j=1}^{n_i} \psi(x_j^i) \), with \( n_i \) being the number of samples in class \( i \) and \( x_j^i \) is the \( j^{th} \) sample in class \( i \). The average within class scatter matrix is

\[
\Sigma^\psi = \frac{1}{C} \sum_{i=1}^{C} \frac{1}{n_i} \sum_{j=1}^{n_i} (\psi(x_j^i) - \mu_i^\psi)(\psi(x_j^i) - \mu_i^\psi)^T.
\]
This equation can be rewritten as follows
\[ \Sigma^\Psi = \frac{1}{C} \sum_{i=1}^{C} \Psi(X^i) \Psi(X^i)^T - \frac{1}{I_i} \sum_{j=1}^{I_i} \psi(x_j^i) \mu_i^\Psi T \]
\[ - \mu_i^\Psi \sum_{j=1}^{I_i} \psi(x_j^i)^T + \mu_i^\Psi \mu_i^\Psi T \]
\[ = \frac{1}{C} \sum_{i=1}^{C} \Psi(X^i)(I - I_i) \Psi(X^i)^T, \]

where \( \Psi(X^i) = (\psi(x_1^i), \ldots, \psi(x_{I_i}^i)) \) is the matrix of sample vectors in \( \mathcal{F} \), \( I \) is the identity matrix and \( I_{n_i} \) is a \( n_i \times n_i \) matrix with all elements equal to 1/\( n_i \).

The eigenvectors \( W^\Psi \) and the eigenvalues \( \Lambda^\Psi \) of \( \Sigma^\Psi \) can be calculated using the kernel trick. As we know \( W^\Psi \Gamma^\Psi W^\Psi = \Lambda^\Psi \), where \( W^\Psi \) is defined as a linear combination of the samples, since \( W^\Psi \) is in the span of \( \Psi(X) \), which can be restated as \( W^\Psi = \Psi(X) \Gamma \), with \( \Psi(X) = (\psi(x_1), \ldots, \psi(x_i)) \).

By letting \( N = \frac{1}{C} \sum_{i=1}^{C} K_i(I - I_{n_i})K_i^T \), with \( K_i = \Psi(X)^T \Psi(X^i) \), allows us to write
\[ \Gamma^T \Gamma = \Lambda^\Psi, \]
where \( \Gamma \) is the coefficient matrix. With this result, we can compute the whitened class means as
\[ \hat{\mu}_i^\Psi = \Lambda^\Psi^{-1/2} W^\Psi \mu_i^\Psi = \Lambda^\Psi^{-1/2} \Gamma^T \Psi(X)^T \frac{1}{I_i} \sum_{j=1}^{I_i} \psi(x_j^i) \]
\[ = \frac{1}{I_i} \Lambda^\Psi^{-1/2} \Gamma^T K_i I \]
where \( I \) is a \( n_i \times 1 \) vector of ones. Using the whitened class means, we can obtain our solution by solving for \( g(w) = 2/C \sum_{i=1}^{C-1} \Phi(-w^T(\hat{\mu}_i^\Psi - \mu_i^\Psi)/2), \) with the \( C-1 \) constraints \( w^T(\hat{\mu}_i^\Psi - \mu_i^\Psi) \geq 0 \). Following our main result, the Bayes optimal one-dimensional subspace is
\[ V_K = \Psi(X) \Gamma \Lambda^\Psi^{-1/2} w. \]

From now on this approach will be called Kernel Bayes-optimal Linear Discriminant Analysis, or KBLDA for short.

### 4. Sparse Representation

Thus far, we have been able to define a kernel-based DA algorithm that can find the Bayes optimal one-dimensional subspace representation to discriminate among \( C \) classes. As stated in the introduction of this paper, however, an important disadvantage of this nonlinear (kernel) extension is its computational inefficiency. This is because we use all the samples to represent the kernel space. Unfortunately, the algorithms defined to deal with this problem are generally more complex than the original problem [10]. Furthermore, this method requires to define the penalty coefficient which determines the sparseness of the data representation, which is known to be impractical. Ideally, we want an algorithm that can determine the most appropriate sparseness automatically and without the use of computationally expensive optimization methods, such as the leave-one-out test. One algorithm that accomplishes this is presented in [13] for the case of PCA. This method removes those samples that are redundant in describing the kernel (metric) under use. The maximum likelihood estimate (mle) of the sample weights are calculated under an underlying probabilistic model with a noise term. In this section, we follow this probabilistic approach to eliminate those samples that are redundant to represent the data.

The main assumption underlying our model is that the data covariance matrix \( S \) includes white noise (i.e., the redundancy is assumed to be noise). This means, we can write
\[ S = \sigma^2 I + \sum_{i=1}^{M} u_i \psi(x_i) \psi(x_i)^T = \sigma^2 I + \Psi(X) U \Psi(X)^T, \]
where \( u_i \) is the weight associated with sample \( i \), \( U \) is a diagonal matrix with the \( i \)th diagonal element equal to \( u_i \), \( \sigma^2 \) is the noise variance, and \( M \) is the number of samples. It is known that when \( \sigma^2 \) is zero, the mle of \( u_i \) is \( 1/M \). In general, when there is a specified amount of noise, most of the weight parameters \( u_i \) that are associated with the redundant (or noisy) samples will be zero. Therefore, we can select those samples that are necessary to represent the data variance.

To estimate the mle of \( u_i \) we use the fast estimation algorithm proposed in [14]. If we assume that all of the samples are iid, the log-likelihood of the weight parameters are defined as
\[ \mathcal{L}(u) = -\frac{1}{2} (M \log |S| + tr(\Psi(X)^T S^{-1} \Psi(X))) \]

Calculating \( |S| \) and \( tr(\Psi(X)^T S^{-1} \Psi(X)) \) for infinite dimensionality may be problematic. Fortunately, we can use some tricks to address these problems. First, we rewrite \( S \) as
\[ S = S_{-i} + u_i \psi_i \psi_i^T, \]
where \( S_{-i} = \sigma^2 I + \sum_{k \neq i} u_k \psi_k \psi_k^T \) is the covariance matrix obtained with all the terms but the \( i \)th term, and we have used \( \psi_i = \psi(x_i) \) for brevity. Hence,
\[ |S| = |S_{-i}|1 + u_i \psi_i^T S^{-1}_{-i} \psi_i, \]
\[ S^{-1} = S_{-i}^{-1} - \frac{S_{-i}^{-1} \psi_i \psi_i^T S_{-i}^{-1}}{u_i^{-1} + \psi_i^T S_{-i}^{-1} \psi_i}. \]
where for the second equality we use the Woodbury matrix inversion [4]. Thus, the log-likelihood function can be re-stated as,
\[
L(u) = -M/2 \log |S_{-i}| - \text{tr}(\Psi(X)^T S_{-i}^{-1} \Psi(X)) / 2 - M/2 \log |1 + u_i \psi_i^T S_{-i}^{-1} \psi_i| + \frac{\text{tr}(\Psi(X)^T S_{-i}^{-1} \psi_i u_i^T S_{-i}^{-1} \psi_i)}{u_i^T + \psi_i^T S_{-i}^{-1} \psi_i} / 2.
\]

Now, let \(q_i = \Psi(X)^T S_{-i}^{-1} \psi_i\), \(s_i = \psi_i^T S_{-i}^{-1} \psi_i\). Since \(L = L(u_{-i}) + l(u_i)\), we have
\[
\frac{\partial L}{\partial u_i} = \frac{\partial l(u_i)}{\partial u_i} = -M s_i (1 + u_i s_i) - q_i^2 / 2 (1 + u_i s_i)^2.
\]

As shown in [14], \(L\) has a unique maximum at \(u_i = (q_i^2 - M s_i) / (M s_i^2)\), if \(q_i^2 > M s_i\), and at \(u_i = 0\) if \(q_i^2 \leq M s_i\). This means that for a given subset of the samples, we can find that \(u_i\) maximizing the likelihood. However, once we modify the weight of the sample \(\psi_i\), \(S\) will change. Thus, we need to update its value. This suggests an iterative algorithm where we add, delete or re-estimate the weights. Let \(\mu_i\) be the whitened mean locations. Calculate \(v_1\) using BLDA, KBLDA or SKBLDA and the mean locations \(\hat{\mu}_i\). Set \(V_1 = v_1\).

for \(i = 2, d\) do

Project \(\hat{\mu}_i\) to the null space \(V_{i-1}^\perp\) of the current solution \(V_{i-1}\), i.e., \(\hat{\mu}_i = V_{i-1}^\perp \hat{\mu}_i\).

Calculate \(v_i\) using BLDA, KBLDA or SKBLDA with \(\hat{\mu}_i\).

\(V_i = (V_{i-1}, V_{i-1}^\perp v_i)\).

end for

6. Experimental Results

To illustrate the use of BLDA, KBLDA, SKBLDA, we compare them to LDA, KPCA, SKPCA (Sparse KPCA), KLD, SKLD (Sparse KLD), and Fractional LDA [7] (FLDA, which is a method designed to find lower dimensional representations within LDA’s solution). In our comparative studies, we will also use an implementation of the PCA-LDA algorithm, where PCA is first used to reduce the dimensionality of the original space. For comparison purposes, in all algorithms, we assume equal priors. Also, recall that to classify new samples, we will use the nearest mean rule, which provides optimal classification under homoscedasticity.

A classical problem in computer vision is object categorization: Here, images of objects have to be classified according to a set of pre-defined categories, e.g., cows versus cars. To test our algorithm in this scenario, we used the ETH-80 database [6]. This database includes the images of eight categories: apples, cars, cows, cups, dogs, horses, pears and tomatoes. Each of these categories is represented by the images of ten objects (e.g., ten cars) photographed from a total of 41 orientations. This means that we have a total of 410 images per category. The reason for selecting this database comes from the known fact that this is a difficult data-set for classical discriminant analysis algorithms [8].

A common feature space in object recognition is one that uses the derivatives of the Gaussian filter. In particular, we considered the use of the magnitude of the gradient and the Laplacian operator, which generate rotation-invariant information. The gradient and Laplacian are computed using three scales, i.e., \(\sigma = \{1, 2, 4\}\). For computational simplicity, it is convenient to represent the responses of these filters in the form of a histogram. Our histogram representation has a total of 32 entries which are sampled across all
filter responses. This image representation is tested using the leave-one-object-out strategy, where (at each iteration) we leave one of the sample objects out for testing and use the remaining for training. This is repeated (iterated) for each of the possible objects that we can leave out. Table 1 shows the average classification rates (in percentages).

The importance of the sparse representation comes from the number of samples that are used to represent the kernel, which directly affects the time complexity. In KLDA and KBLDA only 196 samples are necessary to successfully represent our metric (out of a total of 3,239 training samples). SKBLDA does lose some of the recognition capacity. This is the payoff to be considered.

Image segmentation: Our next test uses the image segmentation data-set of the UCI machine learning repository [11]. The samples in this set belong to one of the following seven classes: brickface, sky, foliage, cement, window, path and grass. The data-set is divided into a training set of 210 images (30 samples per class) and a 2,100 testing set (300 samples per class). The feature space is constructed using 18 features extracted from 3 x 3 image patches. These represent: the pixel location of the patch middle point, the number of lines in the region, mean and standard deviations of the contrast of horizontally and vertically adjacent pixels, the intensity information of the RGB color space, a 3D nonlinear transformation of the color space, and the hue and saturation means.

Table 2(a) summarizes the successful classification rate on the testing set for the following values of the dimensionality d = {1, 2, 3, 4, 5, 6}. The sparse extensions of KLDA and KPCA reduce the complexity of the algorithms without any significant loose in the recognition rate. Our sparse algorithm SKBLDA selected 25 samples from the original 210 training samples.

In this case, we were also able to test the regularized KDA, SKDA1 and SKDA2. With the penalty coefficient optimized to c = .001 using 10-fold cross validation, the best recognition rates obtained with regularized KDA, SKDA1, and SKDA2 were 86.6% (rbf kernel σ = .4), 23.29% (rbf kernel σ = .4) and 33.86% (polynomial kernel k = 1). Although using C classifiers in a one-versus-all scheme, this corresponds to doing the classification in C-1 dimensional subspaces. These algorithms could not perform better than the proposed BGLDA, KBLDA and SKBLDA.

Satellite imagery: Our final test uses the Landsat data of the Statlog project defined in [11]. This data-set has a total of six classes, with samples described by 36 features. These features correspond to 4 spectral band values of 3 x 3 satellite image patches. The set includes 4,435 training samples and 2,000 testing samples.

Table 2(b) summarizes the classification rates obtained with each of the algorithms tested for the following values of d = {1, 2, 3, 4, 5}. SKBLDA performs as good as its non-sparse version with only 236 samples out of the 4,435 initial training samples.

7. Conclusions

In this paper we have proposed an algorithm to extract a single dimensional space such that the Bayes error is minimized for the C class classification problem. This includes a kernel extension of the algorithm. A major difficulty in the computational complexity of the nonlinear extension is eliminated by using a fast sparse feature extraction algorithm prior to our solution. Finally, both kernel and linear methods are extended to d-dimensional spaces where each dimension is constrained to be orthogonal to the others. The advantages of our theoretical results are supported by the experiments obtained from 3 different datasets, where we showed that our approach performs the best.
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<table>
<thead>
<tr>
<th>Dimensionality (d)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLDA</td>
<td>57.53</td>
<td>67.04</td>
<td>72.25</td>
<td>72.80</td>
<td>74.02</td>
<td>76.62</td>
<td>78.51</td>
</tr>
<tr>
<td>KBLDA</td>
<td>84.21</td>
<td>86.43</td>
<td>88.75</td>
<td>89.05</td>
<td>91.01</td>
<td>91.86</td>
<td>92.47</td>
</tr>
<tr>
<td>SKBLDA</td>
<td>72.56</td>
<td>81.71</td>
<td>82.74</td>
<td>84.97</td>
<td>85.46</td>
<td>87.90</td>
<td>90.30</td>
</tr>
<tr>
<td>LDA</td>
<td>46.89</td>
<td>62.35</td>
<td>70.24</td>
<td>70.73</td>
<td>74.51</td>
<td>76.98</td>
<td>78.50</td>
</tr>
<tr>
<td>FLDL</td>
<td>50.09</td>
<td>60.67</td>
<td>67.74</td>
<td>72.04</td>
<td>75.43</td>
<td>77.38</td>
<td>78.50</td>
</tr>
<tr>
<td>PCA-LDA</td>
<td>34.18</td>
<td>56.34</td>
<td>61.65</td>
<td>64.00</td>
<td>64.51</td>
<td>62.68</td>
<td>67.10</td>
</tr>
<tr>
<td>KLDL</td>
<td>63.20</td>
<td>69.51</td>
<td>73.81</td>
<td>80.18</td>
<td>81.10</td>
<td>88.14</td>
<td>92.44</td>
</tr>
<tr>
<td>SKLDA</td>
<td>57.50</td>
<td>68.96</td>
<td>74.60</td>
<td>78.17</td>
<td>78.05</td>
<td>87.80</td>
<td>90.30</td>
</tr>
<tr>
<td>KPCA (64.16)</td>
<td>24.88</td>
<td>36.71</td>
<td>44.39</td>
<td>48.81</td>
<td>49.63</td>
<td>49.73</td>
<td>52.35</td>
</tr>
<tr>
<td>SKPCA (64.19)</td>
<td>33.26</td>
<td>36.46</td>
<td>44.33</td>
<td>48.78</td>
<td>49.57</td>
<td>49.97</td>
<td>52.41</td>
</tr>
</tbody>
</table>

Table 1. Average classification rates in the object categorization task. The kernel function used was $\psi(x)^T \psi(y) = (x^T y)^k$. The parameter $k$ was optimized (independently in each algorithm) using the leave-one-out test.

<table>
<thead>
<tr>
<th>Dimensionality (d)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLDA</td>
<td>71.24</td>
<td>80.86</td>
<td>85.23</td>
<td>88.05</td>
<td>89.95</td>
<td>90.47</td>
<td>90.47</td>
</tr>
<tr>
<td>KBLDA</td>
<td>71.14</td>
<td>80.05</td>
<td>86.05</td>
<td>87.33</td>
<td>88.00</td>
<td>87.52</td>
<td>87.52</td>
</tr>
<tr>
<td>SKBLDA</td>
<td>62.52</td>
<td>81.57</td>
<td>86.81</td>
<td>86.57</td>
<td>85.86</td>
<td>86.86</td>
<td>86.86</td>
</tr>
<tr>
<td>LDA</td>
<td>51.00</td>
<td>66.09</td>
<td>82.14</td>
<td>87.96</td>
<td>89.84</td>
<td>90.47</td>
<td>90.47</td>
</tr>
<tr>
<td>FLDL</td>
<td>56.81</td>
<td>67.62</td>
<td>72.33</td>
<td>79.81</td>
<td>88.33</td>
<td>89.47</td>
<td>89.47</td>
</tr>
<tr>
<td>PCA-LDA</td>
<td>79.51</td>
<td>49.29</td>
<td>67.71</td>
<td>79.19</td>
<td>81.29</td>
<td>82.38</td>
<td>82.38</td>
</tr>
<tr>
<td>KLDL</td>
<td>64.33</td>
<td>73.81</td>
<td>84.48</td>
<td>85.71</td>
<td>86.71</td>
<td>87.52</td>
<td>87.52</td>
</tr>
<tr>
<td>SKLDA</td>
<td>44.00</td>
<td>73.10</td>
<td>87.67</td>
<td>87.10</td>
<td>85.14</td>
<td>86.86</td>
<td>86.86</td>
</tr>
<tr>
<td>KPCA (64.00)</td>
<td>26.62</td>
<td>36.71</td>
<td>49.29</td>
<td>51.43</td>
<td>51.43</td>
<td>51.43</td>
<td>51.43</td>
</tr>
<tr>
<td>SKPCA (64.14)</td>
<td>26.81</td>
<td>37.33</td>
<td>49.14</td>
<td>51.52</td>
<td>51.43</td>
<td>51.43</td>
<td>51.43</td>
</tr>
</tbody>
</table>

Table 2. (a) Successful classification rates on the image segmentation data-set. The results are shown for a set of possible low-dimensional spaces. The kernel function is $\psi(x)^T \psi(y) = (x^T y)^k$, where $k$ is optimized using 10-fold cross validation over the training set.


