
 

 
Abstract 

 
This paper introduces the minimal local reconstruction 

error (MLRE) as a similarity measure and presents a 
MLRE-based classifier. From the geometric meaning of the 
minimal local reconstruction error, we derive that the 
MLRE-based classifier is a generalization of the 
conventional nearest neighbor classifier and the nearest 
neighbor line and plane classifiers. We further apply the 
MLRE measure to characterize the within-class and 
between-class local scatters and then develop a MLRE 
measure based discriminant feature extraction method. 
The proposed MLRE-based feature extraction method is in 
line with the MLRE-based classification method in spirit, 
thus the two methods can be seamlessly combined in 
applications. The experimental results on the CENPARMI 
handwritten numeral database and the FERET face image 
database show effectiveness of the proposed MLRE-based 
feature extraction and classification method. 
 

1. Introduction 
The nearest neighbor (NN) classifier is widely-used in 

pattern classification due to its simplicity and effectiveness. 
Cover and Hart have shown that in large sample cases, the 
error rate of the NN classifier is bounded above by twice 
the Bayes error rate [1]. In practice, the performance of the 
NN-classifier depends on the representational capacity of 
prototypes as well as on how many prototypes are available. 
Li and Lu [2] proposed the nearest feature line (NFL) 
method to generalize the representational capacity of the 
available limited prototypes. In a feature space, the NFL 
method uses a feature line to interpolate and extrapolate 
each pair of prototype feature points belonging to the same 
class. The feature line virtually provides an infinite number 
of prototype feature points of the class. The 
representational capacity of the prototypes is thus expanded. 
Chien and Wu [3] further extended Li and Lu’s work on 
NFL and proposed the nearest feature plane (NFP) and the 
nearest feature space (NFS) methods for pattern 
classification. 

Since the NFL method is conducted for each pair of 
available prototypes, it faces the large computation 
complexity problem when there are many prototypes in 
each class. The NFP method also faces the similar problem 
due to its increased computational requirement. The nearest 
neighbor line (NNL) and the nearest neighbor plane (NNP) 
[4] methods were suggested to alleviate the computation 
complexity of the NFL and NFP methods. Because only 
one feature line or a feature plane in each class need to be 
computed, The NNL and NNP methods are 
computationally more efficient than the NFL and NFP 
methods. Recently, the hit-distance based nearest neighbor 
classifiers were proposed to enhance the generalization 
power of the NNL and NNP methods [5]. 

Motivated by the NNL and NNP methods, we propose a 
minimal local reconstruction error (MLRE) based 
classification method. From the geometric meaning of the 
minimal local reconstruction error, it is easy to know that 
the MLRE-based classifier is a generalization of the NN 
and NNL/NNP classifier. Specifically, when the nearest 
neighborhood parameter K=1, the MLRE-based classifier 
is equivalent to the nearest neighbor classifier. When K = 2, 
the MLRE-based classifier is the nearest neighbor line 
classifier [4], and when K = 3, the MLRE-based classifier is 
the nearest neighbor plane classifier [4]. When K>3, the 
MLRE-based classifier is the nearest neighbor “space” 
classifier, which is a further generalization of the 
NNL/NNP classifier. 

If the dimension of the input space is very high, it must 
be time-consuming to perform classification directly in the 
input space. In addition, performing classification in the 
high-dimensional space might encounter the so-called 
“dimensionality curse”. Therefore, to avoid these problems, 
we would rather perform feature extraction first before the 
classification step. In this paper, we will further apply the 
idea of the MLRE measure to feature extraction and 
develop a MLRE measure based discriminant feature 
extraction method. 

Regarding discriminant feature extraction, the most 
well-known method is Fisher linear discriminant analysis 
(FLD or LDA). LDA seeks to find a projection axis such 
that the Fisher criterion (i.e., the ratio of the between-class 
scatter to the within-class scatter) is maximized after the 
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projection of samples. The between-class scatter and the 
within-class scatter of LDA are characterized based on the 
Euclidian distance measure. Recently, the canonical angle 
was introduced as a measure to characterize the 
between-class set similarities and the within-class set 
similarities, based on which a discriminative learning 
method was developed for the recognition of the image set 
classes [6].  In addition, the locality characterization related 
discriminant feature extraction techniques are becoming 
popular following the development of manifold learning. 
The representative techniques include: Locality Preserving 
Projections (LPP) [7], Neighbor Preserving Embedding 
(NPE) [8], Marginal Fisher Analysis (MFA) [9], and 
Unsupervised Discriminant Projection [10], etc.  

As opposed to LDA, the proposed MLRE-based feature 
extractor uses the local reconstruction error measure 
instead of the Euclidean distance to characterize the 
within-class and between-class scatters. It can thus 
preserve the locality characteristics of the data. In addition, 
the proposed MLRE-based feature extraction method is in 
line with the MLRE-based classification method in spirit. 
The proposed feature extractor and classifier can be 
seamlessly combined in their applications. In contrast, the 
other locality characterization based feature extraction 
methods do not have this advantage because it is difficult to 
find a classifier matching the method itself well. 

2. Minimal Local Reconstruction Error 
Measure Based Classification 

2.1. Minimal Local Reconstruction Error (MLRE) 

Let X= },,,{ 21 Nxxx �  be a set of N points in a 
high-dimensional observation space RD. For a given point 
x, we find its K nearest neighbors from X. Let 

jj x|{�� belongs to the set of K nearest neighbors of x }. 
We try to find a set of reconstruction weights which 
minimize the following reconstruction error: 
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where |||| �  denotes the Euclidean norm.  
The optimal reconstruction weights *

jw  can be 
calculated using the algorithm suggested in [11]. The 
corresponding minimal local reconstruction error is min� = 
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2.2. Geometric Meaning of the MLRE Measure 

The minimal local reconstruction error min�  actually 
defines a distance measure from x to the data set X. This 
subsection will expatiate on the geometric meaning of min�  
from the distance point of view. 

When K = 1, let kx  be the 1-nearest neighbor of data 
point x. Here, 1�kw  since �

��

�
j

jw 1 . Thus, min�  is the 

Euclidean distance between x and kx , that is, min� = 
2

kxx � .  
When K = 2, let kx  and lx  be the 2-nearest neighbors of 

data point x. The two points kx  and lx  determine a straight 
line L in the observation space, which is called nearest 
neighbor line of x [4]. The linear combination of  kx  and 
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is an arbitrary point on the line L, as shown in Figure 1 (a). 
Obviously, when 10 

 ilw , z  lies on the line segment 

lk xx ; when 0�ilw , z  lies on the left side of  kx ; when 
1�ilw , z  lies on the right side of lx . 

Geometrically, minimizing the reconstruction error in Eq. 
(1) is to find a point x̂  on the line L �that is closest to x. This 
point must be the projection of x onto the line L�. So, x̂  is 
actually the projection of x onto its nearest neighbor line L. 
The minimal reconstruction error min�  is actually the 
distance from x to its nearest neighbor line L, that is, the 

length of the line segment xxˆ .  
When K = 3, let kx � lx  and mx  be the 3-nearest 

neighbors of data point x. Assume that kx � lx  and mx  are 
linearly independent. The three points determine a plane P 

�in the observation space, which is called nearest neighbor 
plane of x [4]. The linear combination of kx � lx  and mx   
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is an arbitrary point on the plane P, as shown in Figure 1 
(b).  

Geometrically, minimizing the reconstruction error in Eq. 
(1) is to find a point x̂  on the plane P �that is closest to x. 
This point must be the projection of x onto the plane P. So, 
x̂  is actually the projection of x onto its nearest neighbor 
plane P. The reconstruction error min�  is actually the 



 

distance from x to its nearest neighbor plane P, that is, the 

length of the line segment xxˆ . 
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Figure 1: The geometric meaning of the minimal local 

reconstruction error (MLRE) when the nearest neighbor 
parameter K=2 and K=3. (a) the geometric meaning of MLRE 
when K = 2, (b) the geometric meaning of MLRE when K = 3. 

 
When K > 3, the K-nearest neighbors of data point x 

form a subset of K-dimensional Euclidean space, that is, 
� F = }1|{ �� ��

���� j
j

j
jj ww xz ,                (4) 

which is called the K-nearest neighbor “space” 1  of x. 
Minimizing the reconstruction error in Eq. (1) is to find a 
point x̂  in the subset F that is closest to x. This point must 
be the projection of x onto the “space” F. So, x̂  is actually 
the projection of x onto its K-nearest neighbor “space”. The 
reconstruction error min�  is actually the distance from x to 
its K-nearest neighbor “space”.  

2.3. MLRE Measure based Classifier 

Suppose there are c known pattern classes. Let Xi = }{ ijx  
be the training sample set of Class i, which contain iM  
points. For a given new sample x, let us first find its 
K-nearest neighbors in each class. Suppose its K-nearest 
neighbors in Class i are ijx ( K,,1��j ). The MLRE 

distance from x to Class i is defined by 
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Assume that the distance between x and Class l is 

 
1 Note that F is not a vector space in a strict mathematic sense because 

is not closed under vector addition and scalar multiplication.  

minimal, that is,  
)(min)( xx iil �� � .                              (6) 

The decision rule of the MLRE-based classifier is that x 
belongs to Class l. 

For robustness, before classification, we generally need 
to normalize feature vectors, making the length of each 
feature vector to be 1, that is, |||| xxx  . Specially, when 
K = 1, the MLRE-based classifier is equivalent to the 
nearest neighbor classifier using the normalized Euclidean 
distance. Since the normalized Euclidean distance is 
equivalent to the cosine distance, the MLRE-based 
classifier is actually the nearest neighbor classifier using 
the cosine distance when K = 1. When K = 2, the 
MLRE-based classifier is actually the nearest neighbor line 
classifier [4], and when K = 3, the MLRE-based classifier is 
the nearest neighbor plane classifier [4]. Thus, the 
MLRE-based classifier can be viewed as a generalization 
of K-nearest neighbor line and plane classifiers. 

3. Minimal Local Reconstruction Error 
Measure Based Discriminant Feature 
Extraction 

If the dimension of the input space is very high, it is 
time-consuming to perform classification directly in the 
input space. In addition, performing classification in the 
high-dimensional space might encounter the so-called 
“dimensionality curse”. Therefore, to avoid these problems, 
we would rather perform feature extraction first before the 
classification step. In this section, we will develop a MLRE 
measure based discriminant feature extraction method. 

3.1. Basic Idea 

Suppose there are c known pattern classes. Let X= }{ ijx  

be the training sample set, where ci ,,1��  and 

iMj ,,1�� . For each sample ijx , we can find its 

L-nearest neighbors in every class. Let s
ij�  be the minimal 

local reconstruction error of ijx  from its K-nearest 
neighbors in Class s. The reconstruction weights can be 
calculated by solving the following optimization problem:   

2

min ���
t
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s
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subject to � �
t

ij
stw 1 and 0�ij

stw if stx  does not belong to 

the set of K-nearest neighbors of ijx  in Class s. Based on 

the obtained optimal reconstruction weights ij
stw , we can 

define the within-class local scatter of samples in the input 
space as follows 
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and the between-class local scatter of samples in the input 
space as follows 
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The within-class local scatter characterizes the 
compactness of the nearby samples of the same class, and 
the between-class local scatter characterizes the separability 
of the nearby samples belonging to different classes. It is 
obvious that larger between-class local scatter and smaller 
within-class local scatter will lead to better classification 
results if samples are classified in the input space. 

Our goal is to find a low-dimensional linear embedding of 
the data by virtue of the linear transformation  

xPy T� , where ),,( 1 d�� ��P               (10) 
such that the data points in the embedding space have the 
following properties: 

(i) The local reconstruction weights are preserved; 
(ii) The between-class local scatter of samples is 

maximized while at the same time the 
within-class local scatter of samples is 
minimized.  

The first property is to guarantee that the nearby points in 
the high-dimensional space remain nearby and similarly 
co-located with respect to one another in the 
low-dimensional space. The second property aims to make 
the nearby samples of the same class become as compact as 
possible and simultaneously the nearby samples belonging 
to different classes become as far as possible. The second 
property is therefore closely related to classification. 

3.2. MLRE-based Feature Extractor 
Under the linear transformation, each data point ijx in 

observation space is mapped into ij
T

ij xPy �  in 
d-dimensional embedding space. The within-class local 
scatter of samples in the embedding space is  
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where )(tr �  is the notation of trace operator, and  
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is called the within-class local scatter matrix. It is easy to 
show that L

wS  a nonnegative definite matrix.  
The between-class local scatter of samples in the 

embedding space is 
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is called the between-class local scatter matrix. It is easy to 
show that L

bS  is a nonnegative definite matrix. 
To maximize the between-class scatter and 

simultaneously minimize the within-class scatter, we can 
choose to maximize the following criterion: 

}tr{
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Specially, when P is one-dimensional vector, i.e., ��P , 
the criterion becomes 
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The optimal solution of the criterion in Eq. (16) is 
actually the generalized eigenvectors of XX L

w
L
b SS ��  

corresponding to the largest eigenvalue. Calculate the 
generalized eigenvectors d�� ,,1�  of XX L

w
L
b SS ��  

corresponding to the d largest eigenvalues and let  
),,( 1 d�� ��P . It is easy to show that P  is the matrix 

maximizing the criterion in Eq. (15). The corresponding 
linear transformation xPy T�  is called MLRE-based 
feature extractor. 

In the small sample size cases, the within-class local 
scatter matrix L

wS  is singular because the training sample 
size is smaller than the dimension of the image vector space. 
To address this issue, we first use PCA to reduce the 
dimension of the input space such that L

wS  is nonsingular in 
the PCA-transformed space. We then use MLRE-based 
feature extractor for the second dimensionality reduction. 



 

4. Experiments 
In this section, the performance of the MLRE-based 

feature extractor and classifier is evaluated on the 
CENPARMI handwritten numeral database and the 
FERET face image database and compared with the 
performances of PCA and LDA. In the following 
experiments, the proposed MLRE-based feature extraction 
method and classification method are combined and used 
in a unified framework: the MLRE-based feature extractor 
is first performed and the MLRE-based classifier is then 
employed for classification. Despite this, the neighbor 
parameters can be chosen differently in the feature 
extraction and classification phases. For example, we can 
choose L neighbors of a sample point in the feature 
extractor and K neighbors in the classifier.  

4.1. Experiment using the CENPARMI 
handwritten numeral database 

The experiment was done on Concordia University 
CENPARMI handwritten numeral database. The database 
contains 6000 samples of 10 numeral classes (each class 
has 600 samples). In our experiment, we choose the first 
100 samples of each class for training, the remaining 500 
samples for testing.  

The PCA, LDA, and the proposed MLRE-based feature 
extractor are, respectively, used for feature extraction 
based on the original 121-dimensional Legendre moment 
features. For PCA and LDA, we utilize the Euclidean 
distance based nearest neighbor classifier, since the PCA 
and LDA models are both developed in the Euclidean 
space. For the MLRE-based feature extractor, we utilize 
the MLRE-based classifier for measure consistency. The 
nearest neighbor parameters are chosen as L=10 in the 
feature extractor and K=6 in the classifier.  
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Figure 2: The recognition rates of PCA, LDA and the proposed 
method versus the dimensions on the CENPARMI handwritten 

numeral database 
 

Table 1: The maximal recognition rates (%) of PCA, LDA and the 
proposed method on the CENPARMI handwritten numeral 

database and the corresponding dimensions 
 

Method PCA LDA Proposed method
Recognition rate 84.6 84.0 90.6 

Dimension 44 7 40 
 
The classification results are shown in Figure 2 and 

Table 1. When the dimension is relatively small, LDA 
features are more powerful than others. However, LDA can 
only extract c-1=9 features. It is obvious that this small 
amount of features is not enough to represent digital pattern 
for recognition purposes. Like PCA, the proposed 
MLRE-based feature extractor can yield more features for 
pattern representation. Our experimental results show the 
MLRE-based features and classifier are more effective than 
others when the dimension is over 20. The maximal 
recognition rate of the proposed method is 6% higher than 
that of PCA and LDA.  

4.2. Experiment Using the FERET Database 
The FERET face image database has become a standard 

database for testing and evaluating state-of-the-art face 
recognition algorithms [12, 13]. The proposed method was 
tested on a subset of the FERET database. This subset 
includes 1000 images of 200 individuals (each one has 5 
images). It is composed of the images whose names are 
marked with two-character strings: “ba”, “bj”, “bk”, “be”, 
“bf”. This subset involves variations in facial expression, 
illumination, and pose. In our experiment, the facial portion 
of each original image was automatically cropped based on 
the location of eyes and mouth, and the cropped image was 
resized to 80 � 80 pixels and further pre-processed by 
histogram equalization. 
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Figure 3: The recognition rates of PCA, LDA and the proposed 
method versus the dimensions on the FERET face image database 
 



 

Table 2: The maximal recognition rates (%) of PCA, LDA and the 
proposed method on the FERET face image database and the 

corresponding dimensions 
 

Method PCA LDA Proposed method
Recognition rate 75.0 78.5 84.0 

Dimension 90 90 90 
 
In our test, we use the first three images (i.e., “ba”, “bj” 

and “bk”) per class for training, and the remaining two 
images (i.e., “be” and “bf”) for testing. PCA, LDA, and the 
proposed MLRE-based feature extractor are, respectively, 
used for feature extraction based on the original 
6400-dimensional image vectors. In the PCA phase of 
LDA and the MLRE-based feature extractor (Note that 
LDA also needs a PCA process in its implementation [14]), 
the number of principal components is set as 150. In the 
MLRE-based feature extractor and classifier, we choose 
the nearest neighbor parameters L=1 and K=1. In the PCA 
and LDA methods, we use the nearest neighbor classifier 
with cosine distance.   

The maximal recognition rate of each method and the 
corresponding dimension are given in Table 2. The 
recognition rate curve versus the variation of dimensions is 
shown in Figure 3. Figure 3 indicates that the proposed 
method consistently performs better than PCA and LDA, 
irrespective the variation of dimensions. Table 2 indicates 
that the maximal recognition rate of the proposed method is 
5.5% higher than that of PCA and LDA. 

5. Conclusions 
In this paper, the minimal local reconstruction error 

(MLRE) is introduced as a similarity measure and a 
MLRE-based classifier is presented. From the geometric 
meaning of the minimal local reconstruction error, we 
know that the MLRE-based classifier is a generalization of 
the conventional nearest neighbor classifier and the nearest 
neighbor line and plane classifiers. We further apply the 
MLRE measure to characterize the within-class and 
between-class local scatters and then develop a MLRE 
measure based discriminant feature extraction method. The 
proposed MLRE-based feature extraction method is in line 
with the MLRE-based classification method in spirit so that 
they can be seamlessly combined into a pattern recognition 
system. The proposed feature extraction and classification 
method is evaluated using the CENPARMI handwritten 
numeral database and the FERET face image database. The 
experimental results indicate that the proposed method is 
more effective than the PCA and LDA methods. 
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