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Abstract

In an extended image sequence of an outdoor scene, one
observes changes in color induced by variations in the spec-
tral composition of daylight. This paper proposes a model
for these temporal color changes and explores its use for
the analysis of outdoor scenes from time-lapse video data.
We show that the time-varying changes in direct sunlight
and ambient skylight can be recovered with this model, and
that an image sequence can be decomposed into two cor-
responding components. The decomposition provides ac-
cess to both radiometric and geometric information about
a scene, and we demonstrate how this can be exploited for
a variety of visual tasks, including color-constancy, back-
ground subtraction, shadow detection, scene reconstruc-
tion, and camera geo-location.

1. Introduction
The importance of video-based scene analysis is growing
rapidly in response to the proliferation of webcams and
surveillance cameras being shared world-wide. Most of
these cameras remain static with respect to the scene they
observe, and when this is the case, their acquired videos
contain tremendous temporal structure that can be used for
many visual tasks. Compression, video summarization,
background subtraction, camera geo-location, and video
editing are but a few applications that have recently pros-
pered from this type of analysis.

While temporal patterns in ‘webcam data’ have received
significant attention, the same cannot be said of color pat-
terns. Many webcams observe outdoor scenes, and as
a result, the sequences they acquire are directly affected
by changes in the spectral content of daylight. Varia-
tions in daylight induce color changes in video data, and
these changes are correlated with the time of day, atmo-
spheric conditions, weather, and camera geo-location and
geo-orientation. Thus, one would expect the colorimetric
patterns of outdoor webcam data to be an important source
of scene information.

In this paper, we present a model for outdoor image se-

Figure 1. Partial scene reconstruction and camera geo-location
obtained with our model for time-varying color variation in an
outdoor scene. By fitting our model to the input image sequence
(left), we recover among other things the orientation of the solar
plane relative to the local horizon (right). When combined with
time stamps, this determines the latitude and longitude of the cam-
era as well as its orientation in an astronomical coordinate system.

quences that accounts for this time-varying color informa-
tion, and exploits the spectral structure of daylight. We ex-
plicitly represent the distinct time-varying colors of ambi-
ent daylight and direct sunlight, and in doing so, we show
how an image sequence can be decomposed into two corre-
sponding components. The decomposition provides access
to a wealth of scene information, which can be divided into
two categories:

1. Per-pixel illuminant color and material properties.
Temporal variations in illuminant color are recovered
separately at each scene point along with a color
albedo. This provides a time-varying background
model that handles cast shadows in a natural way.
It also provides a trivial method for obtaining color-
constant measurements of foreground objects, which
is a hard problem otherwise.

2. Scene and camera geometry. The model provides par-
tial information regarding the orientation of scene sur-
faces relative to the moving sun. By combining this
information with standard geometric constraints we
can predict shadow directions, recover scene geome-
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try, and locate and orient the camera in a celestial co-
ordinate system (see Fig. 1).

2. Background and Related Work

There is a diversity of applications for our model, and in
this section we discuss each separately.

Color Constancy. The goal of a computational color con-
stancy algorithm is to extract an illuminant-invariant rep-
resentation of an observed surface. Given a trichromatic
(RGB) observation IE acquired under unknown illuminant
E, the aim is to predict the observation IEo that would
occur under a canonical illuminant Eo. One can distin-
guish most color constancy algorithms along three different
lines: the type of transform used for illuminant changes;
the method used to estimate the transform for a given im-
age; and whether the illuminant is homogeneous or varies
throughout the scene.

Almost all existing methods model illuminant changes
using 3 × 3 linear transforms IEo = ME→EoIE that are
restricted to being diagonal or ‘generalized diagonal’ [7].
This restriction is important because it reduces the estima-
tion problem from finding nine parameters of a general lin-
ear transform to finding only three diagonal entries. Re-
stricting transforms to be diagonal or generalized diagonal
(or even linear in the first place), implies joint restrictions on
the sensors being employed, and the sets of illuminants and
materials being observed [4]. General linear transforms are
the least restrictive—and hence the most accurate—of the
three. They are rarely used in practice, however, because
robust methods for estimating nine parameters from an im-
age do not yet exist. One of the contributions of our work is
to show that by exploiting the colorimetric structure of out-
door images we can overcome this limitation and achieve
reliable color constancy with general linear transforms.

Most color constancy algorithms also restrict their atten-
tion to scenes with a single illuminant (two notable excep-
tions are [1, 6]). In our context, however, outdoor images
are captured under a mixture of two different light sources:
direct sunlight and ambient skylight. Moreover, both the
spectral content and the intensities of these two light sources
change over the course of the day. Nonetheless, we show
that we can recover the normalizing (general linear) trans-
form parameters for any mixture of these two illuminants,
and that we can do so independently for each pixel in each
frame of an image sequence (see Fig. 4).

Intrinsic images. The notion of intrinsic images was in-
troduced by Barrow and Tenenbaum [2], who studied the
decomposition of an image according to the intrinsic char-
acteristics of a scene, including illumination, reflectance,
and surface geometry. Since that time, a number of related
decompositions have been proposed. One such decomposi-

tion involves separating a single grayscale image into sep-
arate components for shading (relative source position) and
surface reflectance (albedo) [15]. Finlayson et al. [9, 8] pro-
pose an alternative, color-based decomposition that recov-
ers a reflectance component that is not just independent of
shading but is independent of source color as well.

The problem of deriving intrinsic images can be simpli-
fied by using multiple images of a single scene under vary-
ing illumination. Weiss [18] uses a maximum-likelihood
framework to estimate a single reflectance image and mul-
tiple illumination images from grayscale time-lapse video.
This is further extended by Matsushita et al. [12] to derive
time-varying reflectance and illumination images from sim-
ilar data sets. More related to our work is that of Sunkavalli
et al. [14], who propose a method for decomposing a color
outdoor image sequence into components due to skylight
illumination and sunlight illumination. Each of these two
components is further factored into components due to re-
flectance and illumination that are optimized for compres-
sion and intuitive video editing. While this is related to our
work, our motivation is quite different, and hence so is our
model. We employ a more physically accurate model that
uses general linear color transforms as opposed to diago-
nal transforms (which is what their model reduces to since
they treat each color independently), and we make explicit
assumptions about scene reflectance. This allows us to han-
dle more general weather conditions ([14] is designed for
cloudless scenes) and to recover explicit scene information
such as illuminant colors, sun direction, camera position,
etc.

Camera location and orientation. Estimating the geo-
graphic location and orientation of a camera from a time-
stamped image sequence has rarely been considered. Coz-
man and Krotkov [5] extract sun altitudes from images and
use them to estimate camera latitude and longitude (geo-
location), and Trebi-Ollennu et al. [17] describe a system
for planetary rovers that estimates camera orientation in a
celestial coordinate system (geo-orientation). Both systems
assume that the sun is visible in the images. Recently, Ja-
cobs et al. [11] presented a method for geo-location based
on correlating images with satellite data, but geo-orientation
was not considered. In our work, we recover the position of
the sun indirectly by observing its photometric effect on the
scene. This provides both geo-location and geo-orientation
without the need for satellite data and without requiring the
sun to be in the camera’s field of view (see Fig. 1).

Background subtraction/foreground detection. The core
of most methods for background subtraction is the mainte-
nance of a time-varying probability model for the intensity
at each pixel. Foreground objects are then detected as low-
probability observations (e.g., [16]). These methods can be
difficult to apply to time-lapse data, where the time between



captured frames is on the order of minutes or more. In these
cases, the ‘background’ can change dramatically between
frames as clouds pass overhead and shadows change, and
these intensity variations are difficult to distinguish from
those caused by foreground objects. Our work suggests that
the structure of daylight can be exploited to overcome this
problem and obtain a reliable background model from time
lapse data. By modeling the colors and intensities of both
direct sunlight and ambient skylight over time, we can ef-
fectively predict how each scene point would appear under
any mixture of these two illuminants in any given frame.
Not only does this provide a means to detect foreground ob-
jects, but it also ensures that we do not return false-positive
detections on the shadows that they cast (see Fig. 5).

3. A color model for outdoor image sequences

Since it is the most important natural source of radiant en-
ergy, the spectral content of daylight has received signifi-
cant attention [19]. A variety of studies have shown that
daylight spectra—including those of direct sunlight, am-
bient skylight, and combinations of the two—form a one-
dimensional sub-manifold of spectral densities. When rep-
resented in chromaticity coordinates they form a ‘daylight
locus’ that lies slightly offset from the Planckian locus of
blackbody radiators. It is common to parameterize the day-
light locus in terms of correlated color temperature. The
correlated color temperatures of ambient skylight and direct
sunlight are generally distinct, and each varies with weather,
location, time of day, and time of year [19]. From a compu-
tational standpoint, it is often more convenient to represent
daylight spectra in terms of a linear subspace and studies
suggest that subspaces of two (or perhaps three) dimensions
are sufficient.

As the spectral content of illumination changes, so does
the color of an observed surface point. Restricting our atten-
tion to Lambertian surfaces and linear sensors, the trichro-
matic observation of any surface point under illuminant
E(λ) can be written as

Ik = σ

∫
Ck(λ)ρ(λ)E(λ)dλ, (1)

where Ck(λ) and ρ(λ) are the sensor and spectral re-
flectance terms, respectively, and σ is a geometric scale fac-
tor that accounts for the angular distribution of incident ra-
diant flux relative to the orientation of the observed surface
patch.

We will use the notation I(x, t) for a trichromatic (RGB)
image sequence parameterized by (linearized) pixel loca-
tion x and time t. We choose linear transforms as our model
for the effects of illuminant changes, and informed by the
discussion above, we assume that the subspace containing

daylight spectra is two-dimensional1. According to this as-
sumption, the observation of any given material under any
daylight spectral density (i.e., at any time of day and under
any weather conditions) can be written as [7, 4]

I(x, t) =

(
2∑

i=1

ci(t)Mi

)
ρ(x), (2)

where ρ(x) is an illumination-independent material de-
scriptor, Mi are fixed 3 × 3 invertible matrices that span
the allowable transforms (and more), and ci are the coordi-
nates of a particular color transform in this basis. In the next
section, we combine this color model with geometry terms
to produce a complete model for outdoor image sequences.

3.1. Incorporating shading

We assume that the sequence is captured by a fixed camera
in an outdoor environment. For the moment, we also as-
sume that the scene is static, that reflectance at scene points
is Lambertian, and that the irradiance incident at any scene
point is entirely due to light from the sky and the sun (i.e.,
mutual illumination of scene points is negligible.) Under
these assumptions, the sequence can be written as

I(x, t) = α(x, t)

(
2∑

i=1

esky
i (t)Mi

)
ρ(x)

+β(x, t)

(
2∑

i=1

esun
i (t)Mi

)
ρ(x), (3)

where ρ(x) is the material descriptor of each surface point
(assumed to be of unit norm), the terms in parentheses
model the effects of time-varying spectra of ambient sky-
light and direct sunlight, and α(x, t) and β(x, t) encode the
effects of albedo and scene geometry. Since the sun is a
directional light source, we can write

β(x, t) = V (x, t)a(x) cos(ωsunt+ φ(x)), (4)

where a(x) is the albedo intensity, ωsun is the angular ve-
locity of the sun, φ(x) is the projection of the surface nor-
mal at a scene point onto the plane spanned by the sun
directions (the solar plane), and V (x, t) ∈ [0, 1] models
cast shadows. This last function will be binary-valued on a
cloudless day, but it will be real-valued under partly cloudy
conditions.

Similarly, the α term represents the surface reflectance
integrated against the ambient sky illumination. Analyti-
cal forms for this are very difficult to estimate but for our
datasets we have found that a low-frequency cosine works
well. Therefore, we write this term as

α(x, t) = b(x) cos(ωskyt), (5)
1While some studies suggest that three dimensions are required, we

have found that two are sufficient for our datasets.



(a) (c) (e) (g)

(b) (d) (f) (h)
Figure 2. Our color and shadow initialization procedure. (a) Frame 50 from the original time-lapse sequence. (b) RGB pixel values over
time for the pixel indicated above. Since daylight spectra is low-dimensional, the time-varying color at each pixel lies in a plane in the
color cube. A principal component analysis at each pixel allows us to recover each plane as well as a per-pixel normalized albedo (c).
Projecting each pixel onto its dominant plane yields coefficients (d), shown with time coded using color from the colorbar in (b). These
coefficients form two clusters that correspond to illumination by direct sunlight (f) or only ambient skylight (e), and based on these clusters
we can estimate a binary shadow function (g). (Also shown for a single pixel as the magenta curve in (b)). (h) The ratio of the 3rd to 2nd

eigenvalues at each pixel (scaled by 200). This is largest in regions of noise due to motion, foreground clutter etc., where the assumption
of two-dimensional color variation for each pixels is violated.

where b(x) combines the intensity a(x) and the ambient oc-
clusion which represents the fraction of the hemispherical
sky that is visible to each point.

3.2. Model fitting

While the model in Eq. 3 is non-linear and has a large num-
ber of parameters, these parameters are overconstrained by
the input data. For a time-lapse image sequence with P
pixels and F frames, we have 3PF observations but only
PF+5P+4F degrees of freedom. In order to fit the model
to an input sequence, we begin by recovering the color pa-
rameters (M1,M2, and ρ(x)) independent of intensity. This
enables an initial decomposition into sun and sky compo-
nents, which is then refined through a global optimization
over the remaining parameters.

Material colors and a transform basis. From Eq. 2 it fol-
lows that the trichromatic observations I(x, ·) of a single
pixel over the course of time will lie in a plane spanned
by M1ρ(x) and M2ρ(x). A good estimate of this plane
is found through a principal component analysis (PCA) of
I(x, ·). The PCA yields color basis vectors (u1,u2,u3) cor-
responding to the three eigenvalues σ1 ≥ σ2 ≥ σ3. The
plane we seek has u3 as its normal vector. Doing this sep-
arately at each pixel yields a set of F planes, which induce
constraints on the materials and transform basis matrices

u3(x)>(M1ρ(x)) = 0, u3(x)>(M2ρ(x)) = 0. (6)

These constraints do not uniquely determine the unknown
parameters. Arbitrary invertible linear transformations can
be inserted between Mi and ρ(x), for example, and these
correspond to changes of bases for the illuminant spectra

and material spectral reflectance functions. These changes
of bases are of no theoretical importance, but they do have
practical implications. In particular, parameter choices for
which the angle between M1ρ(x) and M2ρ(x) is small (for
any scene point x) are poor because they will lead to numer-
ical instabilities. A convenient method for choosing ‘good’
parameters is to find those that minimize the objective func-
tion

O(Mi,ρ(x)) =
2∑

i=1

∑
x

||Miρ(x)− ui(x)||2 (7)

subject to the constraints in Eq. 6. Since u1(x) and u2(x)
are orthonormal for all x, this ensures numerical stability
in the subsequent analysis, and since u1(x) is the dominant
color direction at each scene point, it effectively chooses
bases for the space of illuminants and spectral reflectances
such that M1ρ(x) is close to the mean color of the se-
quence.

When the scene contains foreground objects, interreflec-
tions, and non-Lambertian surfaces, estimates of the color
plane for each pixel (i.e., the normals u3(x)) can be cor-
rupted by outliers. In these cases, we have found that en-
forcing Eq. 6 as hard constraints yields poor results. A bet-
ter approach is to perform an unconstrained minimization
of the objective function in Eq. 7, which already has a soft
version of the constraints ‘built in’.

The shadow function. Central to the decomposition into
sun and sky components is the estimation of the shadow
function V (x, t), which indicates whether the sun is visi-
ble to a scene point in a given frame. This function can be
recovered by simultaneously exploiting the differences be-



Figure 3. This figure shows (top row) frames 1, 30, 60 and 95 from the original video, (middle row) the reconstruction from our model, and
(bottom row) the absolute error multiplied by 3.

tween the color and intensity of sunlight and ambient day-
light. For the moment, we assume that V (x, t) is a binary
function.

The material vectors ρ(x) and the transform basis
{M1,M2} define a color plane for each pixel, and by pro-
jecting the observations I(x, t) onto these planes we obtain
the coefficients c(x, t) = (c1(x, t), c2(x, t)) of Eq. 2. For a
given pixel, the coefficients c(x, ·) provide a description of
that pixel’s color and intensity over time. Due to the differ-
ences between sunlight and skylight, the coefficients c(x, ·)
will generally form two separate clusters corresponding to
the times that the scene point is lit by the sun and those
when it is not (Fig. 2(d)). We observe that the clusters differ
in both intensity (distance from the origin) and color (po-
lar angle). Using the cluster centers csky(x) and csun(x),
we label a pixel as ’in shadow’ or ’lit by the sun’ on the
basis of the distances dsky

x,t = ||c(x, t) − csky(x)|| and
dsun

x,t = ||c(x, t) − csun(x)||. By applying a two-cluster
k-means algorithm we can define a decision boundary B(x)
for whether the sun is visible to a scene point or not.

While we could use these per-pixel decision boundaries
to recover the binary shadow function V (x, t), the results
can be significantly improved by exploiting temporal and
spatial coherence. To do this, we construct a graph in which
each space-time point (x, t) is a node and each node is con-
nected to its six nearest space-time neighbors. Using a stan-
dard graph cuts algorithm [3], we determine V (x, t) as the
binary labeling that minimizes (globally) an energy func-
tion. The unary (data) terms in the energy function measure
the position of the coefficients c(x, t) relative to the deci-
sion boundaries B(x), and for the labels of sky and sun, are
given by

Dsun
x,t =

1

1 + e−(3dsky
x,t −dsun

x,t )
, Dsky

x,t = 1−Dsun
x,t . (8)

The pairwise (smoothness) terms are based on Pott’s model.
The recovered binary shadow function V (x, t) can be re-
fined, for example, by updating the per-pixel cluster centers
according to this labeling and repeating the graph-cuts pro-
cedure. In practice we have found this not to be necessary.

Remaining parameters. Points that are known to be in
shadow determine the angular sky parameter ωsky in Eq. 5.
It can be estimated robustly using a non-linear least-squares
optimization. By subtracting the ambient component from
the input sequence, we obtain an approximate ‘direct sun’
sequence that can be used to estimate the angular sun veloc-
ity ωsun in a similar fashion. Note that we need to consider
only a small number of spatial points to recover these pa-
rameters.

Referring to Eq. 3, the remaining parameters to be esti-
mated are the transform coefficients esky

i (t) and esun
i (t) and

the surface albedos ρ(x) and normal angles φ(x). Similar
to [14] we randomly initialize these parameters and then
iteratively update each in order to minimize the RMS dif-
ference between the model and the input sequence. The co-
efficients esky

i (t) and esun
i (t) are updated using linear least

squares, and the normal angles φ(x) are updated using a
one-dimensional exhaustive search for each pixel.

As a final step, the binary shadow function is relaxed by
finding the real-valued function V (x, t) ∈ [0, 1] that min-
imizes the RMS reconstruction error. This is an important
step for any scene captured under partly cloudy conditions.

Experimental Results. Table 1 and Fig. 3 show results for
two sequences obtained from Sunkavalli et al. [14]. These
sequences consist of roughly the same scene in two differ-
ent weather conditions (sunny and partly cloudy), and each
sequence was captured over the course of one day with ap-
proximately 250 seconds between frames. The accompa-



Figure 4. Color Constancy. The top row shows the original frames 1, 35, 94 and 120 and the bottom row shows the corresponding images
reconstructed with the sun and sky illuminant colors fixed to those of frame 35.

Table 1. RMS reconstruction errors.
Data # Imgs Resolution RMS Error

Sunny square 95 130× 260 6.42%
Cloudy square 120 240× 360 7.36%

nying video shows these sequences in their entirety. It is
important to note that the visible portions of the sky in our
sequences were not considered in the decomposition; for all
the results shown in the paper and the video, they have been
copied from the original data to avoid distracting the reader.

In our results, errors are caused by foreground objects,
smoke, interreflections from windows, and saturation of
the camera. Another significant source of error is devia-
tion from the assumed Lambertian reflectance model. From
examining our data, it seems as though a rough-diffuse
model [13] would be more appropriate.

4. Implications for machine vision
The appearance of a scene depends on shape and re-
flectance, the scene illumination (both color and angular
distribution), as well as the observer’s viewpoint. Any vi-
sual task that requires some of this information seeks to re-
cover it in a manner that is insensitive to changes in the
others. By explicitly isolating many of these scene factors,
our model enables novel approaches to some visual tasks
and improves the performance of a number of others. Here
we provide examples that relate to both color and geometry.

Color Constancy. As mentioned in Sect. 2, most (single
image) color constancy algorithms restrict their attention
to diagonal or generalized diagonal transforms when rep-
resenting changes in illumination. Even with this restricted
model, estimating the transform parameters in uncontrolled
environments is hard to do reliably. In contrast, once our
model is fit to an image sequence, the task of color con-
stancy becomes trivial. Since we obtain illuminant trans-
form parameters separately for each frame and sun/sky mix-

ing coefficients independently for each pixel, we can obtain
illuminant-invariant descriptions everywhere simply by ma-
nipulating these parameters. Fig. 4 shows an example in
which the color in each frame of the sequence is corrected
so that the effective sky and sunlight colors are constant
over the course of the day. (They are held fixed to the colors
observed in frame 35 of the sequence). Clear differences are
visible between this and the original sequence, especially
near dawn and dusk.

We emphasize that the color corrections are applied to
the entire sequence, including the foreground objects. As
a result, if one applies a color-based recognition algorithm
to the color-corrected sequence instead of the original se-
quence, one can effectively obtain color-constant recogni-
tion with very little computational overhead. In addition,
our use of general linear transforms can be expected to pro-
vide increased accuracy over what could be obtained using
common diagonal or generalized diagonal transforms [4].

Background subtraction. Most background subtraction
methods perform poorly when the illumination changes
rapidly, for example, on a partly cloudy day. This prob-
lem is exacerbated in time-lapse data, where the time be-
tween frames is on the order of minutes, and the tempo-
ral coherence of foreground objects cannot be exploited.
By modeling the entire scene over time, our model pro-
vides the means to handle these effects quite naturally. In
particular, it immediately suggests two strategies for fore-
ground detection. As noted earlier, the trichromatic obser-
vations I(x, ·) lie in the plane spanned by vectors M1ρ(x)
and M2ρ(x). Thus, one approach to foreground detection
is simply to measure the distance between an observation
I(x, t) and its corresponding spanning plane. This approach
has the advantage of ignoring shadows that are cast by fore-
ground objects, since cast shadow induce variations within
the spanning planes. A second approach is to use the com-
plete time-varying reconstruction as a background model



Figure 5. Simple foreground detection using per-pixel thresholds in color space. Frames 3, 41, 72, 88 from the original sequence with de-
tected foreground pixels marked in red. Shadows cast by foreground objects are correctly ignored. Violations of our model (interreflections,
saturated regions, etc.) trigger false positive responses.

and to use simple background subtraction for each frame.
Fig. 5 shows the result of a combination of these two ap-
proaches, and shows how one can identify cars on the street
without false positive responses to the shadows they cast or
to the shadows cast by moving clouds. We do see detection
errors in some areas, however, and these correspond to satu-
rated image points, dark foreground objects with low SNR,
and inter-reflections from other buildings. Nonetheless, the
detection results presented here suggest that our model will
provide a useful input to a more sophisticated detection al-
gorithm.

Scene geometry and camera geo-location. Our model
provides direct access to the angular velocity of the sun
ωsun as well as the angles φ(x) in Eq. 4, which are one com-
ponent of the surface normal at each scene point that corre-
sponds to its projection onto the solar plane. This partial
scene information can be combined with time-stamp infor-
mation and common geometric constraints to recover scene
geometry as well as the geo-location and geo-orientation of
the camera.

Given three scene points xi that are known to lie on three
mutually orthogonal planes (two sides of a building and the
ground plane for example), we can represent the normals
ni = (θi, φi) in terms of spherical coordinates in a solar co-
ordinate system (Z-axis is the normal to the solar plane and
East is the X-axis). The azimuthal angles φi are equal to
the corresponding φ(xi) from our model up to a unknown,
global additive constant. If each normal has a unique az-
imuthal component, our model gives two constraints on ni

in the form of the azimuthal differences (φx1 − φx2) and
(φx2 − φx3). Combining these with mutual orthogonality
constraints, the three normals are determined relative to the
solar plane. (The same can be achieved from two orthogo-
nal planes with the same albedo.)

If one of the recovered normals is the ground plane, the
angle of the solar plane, and therefore the peak (or meridian)
altitude of the sun is uniquely determined. In addition, the
projection of the ground plane normal onto the solar plane
provides the azimuthal angle φpeak of the sun’s peak pas-
sage and East corresponds to the direction in the solar plane
with azimuthal angle φpeak − π/2. Thus, by observing or-
thogonal planes over the course of a day, we can achieve the

functionality of a combined compass and sextant.
Given the date and UTC time-stamps for each frame,

we know the UTC time of the sun’s peak passage
(i.e. its meridian altitude). This time uniquely de-
termines both the latitude and longitude of the ob-
served scene (e.g., using a nautical almanac such as
http://aa.usno.navy.mil/data/docs/AltAz.php). Likewise, if
we know the latitude and longitude of the camera (and the
season and year) we can reverse this process and compute
the date and a UTC time stamp for the peak frame and prop-
agate time stamps to all frames in the sequence using the
time interval. Results of these analyses for one of our se-
quences is shown in Table 2.

Table 2. Camera geo-location results.
True value Estimate
42o21′57′′N 42o12′58′′N
71o05′33′′W 70o05′47′′W

tpeak = 16:25 UTC tpeak = 16:30 UTC
date = 10/27/06 date = 10/28/06

The meridian altitude of the sun was found to be 34.3
degrees. Using the UTC time-stamps from the image se-
quence, this predicts a latitude and longitude that is only
83.7km from the ground truth position. Alternatively, had
we known the true geo-location of the camera, as well as the
year and season of acquisition, we would have estimated a
UTC time that differs from the true value by only 5 minutes
and a date that deviates from the actual one by a day.

Finally, if we know the vanishing lines corresponding to
the three scene planes, the camera can be calibrated [10].
This yields the orientation of its optical axis relative to
the solar plane, and in a celestial coordinate system. This
achieves the functionality of a combined compass and incli-
nometer. A reconstruction of the scene is shown in Fig. 1.
This includes the recovered solar plane, the orientation of
the camera, and two reconstructed planes that are texture-
mapped with the input frame that corresponds to the indi-
cated sun direction.

Shadow Prediction. Once the solar plane is known, we
can determine the sun direction within that plane for each
frame of a sequence. This can be used, for example, to
predict a time varying vanishing point on the image plane



Figure 6. Estimated shadow direction in two different frames.

that corresponds to the direction in which vertical objects
will cast shadows onto the ground plane. If a vertical object
(e.g., a person) is known to touch the ground plane at pixel
x in a given frame, its shadow will lie on the line segment
connecting x to the vanishing point of the shadow direction
for that frame. This is demonstrated in Fig. 6, which shows
predicted shadows vectors for some vertical objects that can
be used for improved background subtraction.

5. Discussion
This paper presents a model for exploiting the colorimetric
structure of extended outdoor image sequences. The model
explicitly represents the time-varying spectral characteris-
tics of direct sunlight and ambient skylight, and it allows
an image sequence to be decomposed into distinct compo-
nents that can be interpreted physically. The model can be
reliably fit to time-lapse sequences in which the sun is vis-
ible for at least a fraction of a day; and once it is fit, it can
be used for a variety of visual tasks. Examples in this pa-
per include color constancy, background subtraction, scene
reconstruction and camera geo-location.

The model could be improved by incorporating robust
estimators into the fitting process, by using a more flexi-
ble reflectance model, and by making use of temporal pat-
terns to appropriately handle ’time-varying textures’ such
as moving water and swaying trees.

There are a number of additional applications to be ex-
plored. By segmenting the scene according to albedo ρ(x)
and surface normal angle φ(x), one may be able to use or-
thogonality constraints to produce a coarse reconstruction
of the scene. This type of scene geometry has proven to be a
useful source of context information for object recognition.
Also, since there is a one-to-one correspondence between
coordinates in our illuminant transform space (esky

i , esun
i )

and complete spectral densities in the daylight locus, it may
be possible to use our model to infer information about air
quality and other atmospheric conditions.
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