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Abstract

Background estimation, i.e. automatic recovery of the

background image from a sequence of images containing

moving foreground objects, is an important module in many

applications, e.g. surveillance and video segmentation. In

this paper, we present a simple, yet effective and robust ap-

proach for background estimation based on Loopy Belief

Propagation. Robustness of the proposed approach means:

(i) minimal assumption on the input frames, and (ii) no need

to tune parameters. Basically, the background can be re-

covered even when the occluding foreground objects stay

still for a long time. Furthermore, no motion information

needs to be known or estimated for the foreground objects,

which implies that background can be recovered from a set

of frames which are not consecutive temporally. Analysis

and experiments are provided to compare the proposed ap-

proach to related methods. Experimental results on typical

surveillance videos demonstrate the effectiveness of our ap-

proach.

1. Introduction

Background estimation, i.e. automatic recovery of the

background image from a sequence of images containing

moving foreground objects, is an important module for

many video processing applications, e.g. intelligent surveil-

lance and video segmentation. In intelligent surveillance,

background estimation is essential for high quality back-

ground subtraction [7, 5]. In video segmentation, back-

ground provides rich information to extract foreground ob-

jects. Recently, effective algorithms [10, 4] have been pro-

posed for real-time foreground/background segmentation.

However, background must be provided as an input for

these algorithms. Another application of background es-

timation is in computational photography, where the user

wants to obtain a clean background plate from a set of input

images containing cluttering foreground objects [1].

If it is safe to assume that the background is stationary,

and every background pixel is disclosed for more than 50%

time of the sequence, then a simple per-pixel median filter

is sufficient to obtain a fairly good background estimation.

However, in practice the second assumption is often, if not

always, violated. For instance, in surveillance scenario, cars

in the camera’s field of view may pull over for quite a while,

or be stuck in a heavy traffic jam. Unfortunately, many well

known background subtraction techniques [7, 5] more or

less rely on the assumption that the background would be

occluded only for a small portion of time. In [7] background

is modeled probabilistically at each pixel location by fit-

ting a GMM to pixel values observed in a recent temporal

window. Therefore if a foreground object persists on the

same location sufficiently long, the background model will

be overfitted to this object, absorbing it into the background.

[5] models background in a similar way, but using a more

flexible, nonparametric probabilistic model. Although it is

capable of modeling the distribution of background pixels

more precisely, it still has the same problem as [7].

In this paper we show that background estimation can

be modeled as a low level vision problem, formulated un-

der the energy minimization framework, and solved with

Loopy Belief Propagation. This leads to a simple, yet ef-

fective and robust approach for background estimation, in

the sense that it makes minimal assumption on the input

frames, and waives the need to tune parameters. With the

proposed approach, the background can be estimated if each

background pixel is revealed at least once, and no motion

information needs to be known or estimated from the in-

put frames. This means that our approach will not absorb

the foreground object into the background even if it stays

still for a long time. Meanwhile, the proposed approach ap-

plies to input frames sampled at large time interval, or even

frames with no temporal correlation.

In brief, our approach works by composing a visually

smooth background image using pixels picked from in-

put frames. In literature there are relevant works [1, 3]

which also recover the background by enforcing the visual

smoothness constraint. In this paper, a detailed comparison

to these methods will be presented, analyzing the unique-

ness and advantages of our approach.
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The paper is organized as follows. In Section 2 our ap-

proach for robust background estimation is presented. In

Section 3, we compare the proposed approach to related ex-

isting methods, analyzing their differences in detail. Exper-

imental results are then presented in Section 4, comparing

the result of our approach to other representative methods.

Finally we conclude the paper and discuss future work in

Section 5.

2. Approach

2.1. Background modeling

Our goal is to estimate background with minimal as-

sumption made on the input frames. We simply assume that

the input frames have a common, stationary background,

and the background is disclosed at least once at each pixel.

Since it is not assumed that each background pixel is oc-

cluded by foreground objects for only a small portion of

time, and nothing is known about the motion of foreground

objects, the only property we may expect from the back-

ground is that it should contain less occluding boundaries

than an image involving foreground objects. In other words,

the background should be visually smoother than the latter.

Therefore, we define the background as an image with best

visual smoothness obtained by composing pixels from input

frames. To this end, background estimation is modeled as

a pixel-labeling problem formulated under the energy mini-

mization framework. That is, we have an ensemble of input

frames {Il, l ∈ L} from which a background image B is to

be estimated, for each pixel p ∈ P we assign to it a label

Lp ∈ L indicating which input frame this pixel should be

selected from. The optimal labeling scheme is the one that

minimizes the function encoding visual smoothness:

Es =
∑

(p,q)∈N

∥

∥ILp
(p) − ILq

(q)
∥

∥, (1)

where N ⊂ P × P is the set of all pairs of neighbor pixels

and ‖·‖ refers to the l1 norm. It essentially means that we

want a piecewise smooth image composed of pixels from

input frames.

This energy function might seem prone to resulting in an

over smooth estimation of background. However, it is not.

This is because although visual smoothness is sought, the

pixels filled into the estimated background must all come

from original frames. Therefore, if there is an edge in the

background portion of some input frames, it would still be

there in the estimated background. It can be observed from

the experimental results in Section 4 that edges in the back-

ground are generally preserved well. An exception occurs

when our assumption on the input frames is partly violated,

e.g. the luminance level varies across frames (due to the

camera’s gain control, for instance), so that the backgrounds

in different frames are not exactly the same (but differ in

intensity). In such cases, some fine edges may be blurred

out in the estimated background. However, this effect can

be compensated by the gradient domain composition tech-

nique, as we shall see in Subsection 2.4.

One may also argue that a foreground object with smooth

appearance may be erroneously selected as background.

However, although the object itself is smooth, so long as it

is distinct from the surrounding background, it will gener-

ate large energy terms along the occluding boundary. Since

our energy function is global, it could hardly be minimized

if such erroneous selection occurred.

2.2. Energy minimization with Loopy Belief Prop
agation

The energy function Es can be regarded as Gibbs energy

of a Conditional Random Field [9] with zero data term. Two

well-known algorithms for minimizing such energy func-

tions are Graph-Cuts (GC) [2, 8] and Loopy Belief Prop-

agation (LBP) [12]. GC is usually regarded fast and has

some nice theoretical guarantee on the optimality of the so-

lution it can find. However, as our interaction energy term

is neither a metric nor a semimetric, Graph-Cuts algorithm

[2] is not suitable here. Hence, Loopy Belief Propagation

becomes a natural choice.

LBP has two variants, namely max-product and sum-

product. Here we work with max-product which computes

the MAP label for each pixel, and as we are minimizing a

Gibbs energy which is essentially negative log probability,

max-product becomes min-sum. The algorithm works by

iteratively passing messages across pixels (nodes), briefed

as follows:

1. For all neighbor pixel pairs (p, q) ∈ N , initializing

messages m0

pq to zero.

2. For t = 1, 2, . . . , T , updating the messages as:

mt
pq (Lq) = min

Lp

[

∥

∥ILp
(p) − ILq

(q)
∥

∥

+
∑

s:(s,p)∈N ,s6=q

mt−1

sp (Lp)

] (2)

3. Determining labels as:

L∗
q = arg min

Lq

∑

p:(p,q)∈N

mT
pq (Lq) (3)

As for implementation, we use a multi-scale version of

above LBP algorithm, as suggested in [6], which signifi-

cantly reduces the total number of iterations needed to reach

convergence. Briefly speaking, the message updating pro-

cess is coarse-to-fine, i.e. we start LBP from the coarsest

grid, after a few iterations transfer the messages to a finer

scale and continue LBP there, so on and so forth.



2.3. Additional energy function for acceleration

The basic approach introduced so far has the capability

of recovering background with minimal requirement for the

input frames. However, because energy function (1) does

not contain any data term, at each iteration the only informa-

tion utilized to update messages is the interaction between

neighboring pixels. As a result, the efficiency of message

updating is relatively low. This suggests adding an appro-

priate data term, which supplies some heuristic information

about the background, to speed up the energy minimization

process. To this end, we define an additional energy func-

tion

Ed =
∑

p

min
l 6=Lp

∥

∥ILp
(p) − Il (p)

∥

∥ (4)

This function relates to the assumption that the back-

ground is stationary, therefore we favor a pixel to be la-

beled as background if at the same location of some other

frame(s) there are pixel(s) of identical color. Note that the

introduction of this additional energy function puts a little

bit stronger assumption on the input frames, i.e. the back-

ground should be disclosed at least twice at each pixel. In

video surveillance scenario, this assumption is still not de-

manding.

It should be pointed out that, alternatively one might con-

sider defining the data term as something related to fore-

ground motion, such as the magnitude of optical flow be-

tween consecutive frames. On the contrary, our data term

defined in (4) still does not explicitly rely on any motion

information. This implies that our approach applies to in-

put frames sampled at rather large temporal interval where

motion between consecutive frames could not be accurately

estimated, or even frames with no temporal correlation at

all. This again reflects our attempt to minimize the assump-

tion on the input frames.

Now the total energy function reads:

E = Es + λEd, (5)

where λ is a weighting parameter. Accordingly, the mes-

sage update equation (2) changes to

mt
pq (Lq) = min

Lp

[

∥

∥ILp
(p) − ILq

(q)
∥

∥

+λ min
l 6=Lp

∥

∥ILp
(p) − Il (p)

∥

∥ +
∑

s:(s,p)∈N ,s6=q

mt−1

sp (Lp)

]

,

(6)

and (3) becomes

L∗
q = arg min

Lq

[

λ min
l 6=Lq

∥

∥ILq
(q) − Il (q)

∥

∥ +
∑

p:(p,q)∈N

mT
pq (Lq)

]

(7)

The introduction of Ed supplies more information about

how likely a particular pixel should be labeled as back-

ground so that messages can be updated more effectively,

hence speeds up the energy minimization process. To val-

idate this, we plot in Figure 1 how the visual smoothness

energy Es converges with (λ = 1) or without (λ = 0) Ed,

while estimating the background of sequence MO (see Fig-

ure 5 for input frames) with single-level LBP.
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Figure 1. The evolution curves of Es with or without additional

energy function Ed: including Ed accelerates energy minimiza-

tion.

The introduction of Ed also brings a weighting parame-

ter λ which needs to be set. Fortunately, because the visual

smoothness is completely encoded in Es, whereas Ed ex-

ists mainly to accelerate the energy minimization process,

the estimated background is quite insensitive to the choice

of λ. In Figure 2 background images of sequence MO es-

timated with different λ’s are displayed. It can be seen that

the estimated background images are almost identical while

λ varies. This indicates that there’s almost no need to tune

any parameter for the proposed approach. One exception,

however, is the case where the assumption under which Ed

is introduced is violated, i.e. some part of the background

is indeed disclosed only once across all the input frames.

In surveillance or video processing scenario this rarely hap-

pens. For all the experimental results reported in Section 4,

we set λ = 1. However, when this does happen in some

scenario (e.g. computational photography as in [1]), λ = 0
is a better choice, at the cost of slower convergence.

2.4. Background composition: image domain vs.
gradient domain

After the energy minimization process ends, we obtain

a MAP label for each pixel indicating from which frame

the pixel should be selected from. A straightforward way

to reconstruct the background could be simply putting the

selected pixels together, i.e. B (p) = ILp
(p), which we call

image domain composition. Alternatively, gradient domain



(a) λ = 0 (b) λ = 0.2

(c) λ = 1 (d) λ = 2

Figure 2. Estimated background of sequence MO with different

λ’s.

composition suggested in [1] can be used. In short, the gra-

dients of every pixel, instead of the pixel values, are col-

lected from original frames and put together as a compos-

ite gradient field, then the background image, with gradient

field closest to the composite one, is reconstructed by solv-

ing a discretized Poisson equation.

Since gradient domain composition recovers the back-

ground image up to an additive constant (for each color

channel), this constant must be determined. In [1], the user

is required to specify the color of a pixel in the final compos-

ite image. In our system, the additive constant is estimated

in a least squares fashion as:

s∗ = arg min
s

∑

p

∥

∥ILp
(p) − BG (p) − s

∥

∥

2

, (8)

where BG is the background obtained from gradient domain

composition with arbitrary additive constant (e.g. setting the

first pixel’s value to be 0). s∗ has a simple form and the final

background is given by:

B (p) = BG (p) + 1

N

∑

p′

[

IL
p′ (p′) − BG (p′)

]

, (9)

where N is the number of pixels in the image. Note that the

second term is simply the average difference between im-

age domain composition and gradient domain composition.

Instead, one may consider employing robust statistics to es-

timate the additive constant, i.e. replacing the square terms

in (8) with more robust error measure, so as to reduce the

effect of outlier pixels, at the cost of more computation. In

all our experiments, however, this simple technique worked

well.

In our scenario, gradient domain composition has two

advantages. First, it takes care of small intensity discrep-

ancy among input frames, achieving a visually more con-

sistent output. Meanwhile, it helps better preserve the edges

in the background, as the edge information (i.e. gradients)

from original frames are directly taken into account in the

composition. In Figure 3, we display two background im-

ages of sequence MO reconstructed respectively with image

and gradient domain composition. It can be observed that

gradient domain composition results in better visual quality.

Specifically, the fine edges of the stairs are sharper in the

gradient domain composition; whereas they are somewhat

blurred (due to global luminance variation across frames) in

the image domain composition.

(a) Image domain composition (b) Gradient domain composition

Figure 3. Image domain vs. gradient domain composition

It should be noticed that, employing which composition

method depends on application. For surveillance applica-

tions such as background subtraction, the background re-

covered with image domain composition, which is compu-

tationally much cheaper, is usually satisfactory enough. For

applications where high visual quality is a concern, such as

computational photography, gradient domain composition

is a better choice.

3. Discussion

In literature of most recent years, there are some works

on background estimation taking visual smoothness into ac-

count. It is helpful to compare those methods to ours in

order to gain a deeper understanding on both.

In [1] Agarwala et al. proposed a unified, energy mini-

mization based framework for interactive image composi-

tion, under which various image editing tasks can be done

by choosing appropriate energy functions. Following the

conventional formulation of pixel-labeling problems, their

cost function consists of data term and interaction term: the

interaction term penalizes perceivable seams in the compos-

ite image, whereas the data term reflects various objectives

of different image editing tasks. Under their framework,

two data terms are dedicated to background reconstruction,

namely the “maximum likelihood” and “minimum contrast”



image objectives. The “maximum likelihood” objective, al-

though able to achieve visually more consistent composi-

tion than a naı̈ve per-pixel maximum likelihood approach,

still relies on the assumption that background is occluded

only for a small portion of time. The latter objective, i.e.

“minimum contrast”, is relevant to our approach, as it also

reconstructs background by seeking visual smoothness.

Our approach might seem similar to that of [1] as both

formulate background estimation as a pixel-labeling prob-

lem under energy minimization framework. However, the

difference is indeed fundamental. Recall that our approach

encodes visual smoothness in the interaction energy func-

tion Es, and incorporates a data energy function Ed for ac-

celeration. However, in [1] visual smoothness is modeled

in the “minimum contrast” data term, while the interaction

term aims at reducing the seam artifacts. When these two

terms are combined into the total cost function after weight-

ing the data term by a parameter µ (apparently µ = 1 in [1]

from their equation 1), it can be found that the choice of µ

is rather hard. When µ is large and the data term dominates,

pixels with small gradients (i.e. located within a smooth re-

gion) tend to be selected, even if they indeed come from the

foreground. This causes smooth segments of the foreground

to be included into the estimated background. On the other

hand, if µ is too small and the interaction term dominates,

the visual smoothness constraint could not be effectively

enforced. As a result, foreground objects may appear in

the estimated background as well. As the extreme case,

when µ = 0 any input frame leads to zero cost hence can

be outputted as the estimated background. In Figure 4 the

background images estimated with different µ’s are shown.

Unlike our approach’s robustness to λ (see Figure 2), the

choice of µ significantly affects the result, and it is really

hard to find a µ resulting in good background estimation.

Another interesting approach to background estimation

considering visual smoothness is due to Colombari et al.

[3], where input frames are divided into overlapping patches

and the background is reconstructed by incrementally in-

serting image patches while enforcing the visual smooth-

ness constraint. Like ours, their approach also aims at re-

covering background even when it is occluded for consid-

erable portion of time. However, although it is claimed in

[3] that the background can be reconstructed so long as it is

revealed once at each pixel, a more precise statement of this

assumption should be “among patches along the same time-

line the background is completely revealed at least once”, as

the estimated background is composed of patches, not pix-

els. It could be noted that this is a much stronger assump-

tion than ours. In many surveillance scenarios, especially

crowded scenes, it is usually hard to find a completely re-

vealed background patch, whereas finding disclosed back-

ground pixels is far easier. Another essential difference be-

tween [3] and our approach is that the former enforces vi-

(a) µ = 0 (b) µ = 0.02

(c) µ = 0.05 (d) µ = 1

Figure 4. Background estimated with the cost function of [1], us-

ing “minimum contrast” image objective weighted by different

µ’s.

sual smoothness locally, growing the background incremen-

tally by inserting a patch at each iteration. A potential prob-

lem is: once a patch containing foreground is erroneously

inserted, the error may propagate further, including more

and more of that foreground object. On the contrary, our

approach enforces visual smoothness globally by minimiz-

ing an energy function of all the pixel labels as a whole,

hence is more robust.

4. Experiments

In this section we present experimental results of the pro-

posed approach, and compare it to related methods. The ex-

periments were conducted on 5 video sequences (provided

by the ETISEO project1), namely MO, RD, ST, BE and BC.

6∼15 frames are sampled from these video sequences, at a

temporal interval of 3 seconds, and scaled to a size around

320×240. 3 sample input frames for each video sequence

are shown in Figure 5. Note that these sequences cover vari-

ous typical surveillance scenarios, e.g. road, parking lot and

indoor environment etc.

A MATLAB implementation of the multi-scale LBP al-

gorithm [6] was used to minimize energy function (5) (λ =
1). For all the sequences, LBP was run for 5 iterations

at each of 6 scales, in a coarse-to-fine fashion. To com-

pare with the Photomontage approach [1], the same LBP

algorithm with same parameters was employed to minimize

their cost function (with “minimum contrast” image objec-

tive and “colors and gradients” seam objective). Note that

Graph-Cuts was used instead in [1], but here the goal of

1http://www-sop.inria.fr/orion/ETISEO/



Figure 5. Sample frames of video sequences used in our experi-

ments. Rows from top to bottom: MO, RD, ST, BE, BC.

comparing the two approaches is to study how their energy

functions differ, therefore minimizing them with the same

algorithm is more appropriate. It should also be mentioned

that for results in Figure 6, image domain composition was

used for both approaches in order to prevent gradient do-

main composition from concealing the artifacts, so that all

the methods can be compared fairly.

The Maximum Likelihood method is essentially [5], as

we employ their density estimation approach at each pixel

location. The background image is obtained by putting to-

gether pixels which are most likely to be sampled from the

background.

From results shown in Figure 6 it is clear that methods

assuming the background to be occluded only for a small

portion of time, like per-pixel median filter or the maxi-

mum likelihood method, often work poorly in practice as

it is common for foreground objects to persist on the same

location for quite a while, e.g. cars pulling over by the curb.

Approaches considering visual smoothness, including ours,

work better. However, the patch tessellation method [3]

does not work very robustly, especially for crowded scenes

like that in sequence MO. Photomontage [1] is more robust,

usually resulting in visually consistent results. However,

it sometimes includes foreground objects with smooth ap-

pearance, e.g. the bag in sequence MO and the pedestrian in

sequence ST. Our approach works almost consistently well,

except for sequence BC which shows a case for which our

approach fails. Specifically, the foreground person occludes

two strong edges in the background, forcing our algorithm

to absorb him into the background to obtain a visually more

smooth output. For this sequence, indeed none of the other

compared methods gave a more impressive output.

5. Conclusion and future work

In this paper we have shown that background estimation

can be modeled as a low level vision problem, formulated

under the energy minimization framework, and solved with

Loopy Belief Propagation. This leads to a simple but effec-

tive approach for robust background estimation, in the sense

that it makes minimal assumption on the input frames, and

waives the need to tune parameters. Specifically, the back-

ground can be recovered if each pixel is revealed at least

once, meanwhile no motion information needs to be known

or estimated from the input frames. When each background

pixel is disclosed twice or more, background can be esti-

mated more efficiently.

One practical concern of employing LBP algorithm is

its speed. In our experiments, typically the background

can be estimated in 2.5 minutes from 10 input frames of

size 320×240, with a non-optimized MATLAB implemen-

tation on a regular desktop PC (Pentium IV 3GHz). We em-

ployed the multi-scale scheme in [6], which significantly

reduces the number of iterations needed by LBP to reach

convergence. Other techniques, such as bipartite graph [6]

and asynchronous message updating [11], may also be em-

ployed for further acceleration. On the other hand, since the

algorithm is highly parallel in nature, implementation on

high performance parallel processors (such as GPU) would

be hopeful to achieve a great speed boost.

Our approach currently assumes that the background is

stationary, extending it to handle non-stationary background

is a relevant topic for future research. This involves two

cases: (1)The camera itself is in motion. (2)Some part of the

background is undergoing local motion, e.g. tree branches

waving in the wind. The former case may be handled by

employing global image registration techniques to compen-

sate the camera motion. The latter case is more challeng-

ing, probably requiring a novel representation of the back-

ground.
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