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Abstract

Object detection and tracking has various application
areas including intelligent transportation systems. We in-
troduce an object detection and tracking approach that
combines the background subtraction algorithm and the
feature tracking and grouping algorithm. We first present an
augmented background subtraction algorithm which uses
a low-level feature tracking as a cue. The resulting back-
ground subtraction cues are used to improve the feature
detection and grouping result. We then present a dynamic
multi-level feature grouping approach that can be used in
real time applications and also provides high-quality tra-
Jjectories. Experimental results from video clips of a chal-
lenging transportation application are presented.

1. Introduction and Previous Work

Object detection and tracking is a major research area
in computer vision. One of its application areas is traffic
scene analysis. Cameras are less costly and easier to install
than most other sensors, so many are already installed on
the roadside, particularly at intersections. Resultant video
images are used to estimate traffic flows, to detect vehicles
and pedestrians for signal timing, and to track vehicles and
pedestrians for safety applications.

For decades various vehicle and pedestrian detection and
tracking algorithms have been introduced, [15], [19], [16],
[3], [6], [9], [14], [1], [18], and there are many commercial
systems to detect vehicles (e.g., “virtual loop detectors™)
and pedestrians. Most of the above systems (and also many
of other object tracking applications) are based on the back-
ground subtraction algorithm. It first extracts a static back-
ground hypothesis from a sequence of images, then calcu-
lates a difference between the background hypothesis and
the current image to find foreground objects.

The background subtraction algorithm requires a rela-
tively small computation time and shows robust detection
in good illumination conditions. However, it suffers from
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the problems such as occlusions, the presence of shadows,
and sudden illumination changes. Many efforts have been
made to solve the occlusion problem, for example by ap-
plying a Markov Random Field model [9], but the result
has not been satisfactory with significant occlusions, as it is
an extremely difficult problem to segment occluded objects
by considering only the background subtraction result.

Furthermore, it is difficult to deal with problems such
as sudden illumination changes and stopped vehicles. For
example, vehicles moving slowly in traffic congestions or
stopped vehicles at an intersection will eventually be rec-
ognized as background objects. In addition, the trajectories
are usually determined by linking the center of the object
blobs, and oftentimes it results in zigzaggy trajectories.

Another approach is based on feature tracking and
grouping, [3], [1]. This is done by extracting and tracking
individual corner features, [7], and grouping them based on
their trajectories. The grouping algorithms are applied to
full trajectories of the corner features for post-processing
applications. Since this method uses a set of long trajecto-
ries, segmentation among occluded objects is easier to per-
form than with background subtraction.

A challenge in applying this algorithm is that it is not
always easy to robustly track a corner feature over a long
period of time, especially when vehicles turn at intersec-
tions or are occluded by other vehicles or pedestrians. In
addition, keeping and processing a set of long corner trajec-
tories can be burdensome. For example, when a vehicle is
waiting at an intersection for over a minute the corner fea-
ture trajectories must be kept for more than 1000 frames.
Therefore, these algorithms cannot be applied to real time
detection and tracking applications, especially for intersec-
tions. Another challenge is that the grouping algorithms
often group nearby vehicles moving together or separate a
large vehicle into two because corner features are not evenly
distributed over the vehicles in many cases.

Finally, there is an approach based on appearance-based
vehicle detection [15], [19], [14]. Kim and Malik [14] in-
troduced a model-based vehicle detection algorithm eventu-
ally adopted by the NGSIM (Next Generation SIMulation)



traffic modeling effort to generate a large number of long
trajectories [13]. However, such an approach only works on
a certain classes of vehicles (e.g., passenger cars and trucks
for [13]) from a limited range of viewpoints (e.g., a bird-
eye view for [13]). In addition, the tracking of [13] based
on template matching does not work for intersection videos
where perspective changes of vehicles are significant.

There is also active research on appearance-based pedes-
trian detection, for example [18]. However, many of the re-
liable detection algorithms require heavy computation and
the robust tracking is still a problem. The algorithm we will
introduce can effectively combine non-motion-based object
detection algorithms or interactive detection results to get
higher quality of results and to reduce computation.

We propose an approach to combine the background sub-
traction and the feature tracking and grouping algorithms.
Our algorithm is distinguished from the previous ones that

e it gives more robust background subtraction result by
using a feature tracking result as an additional cue;

e at the same time, it gives a better feature detection and
grouping result by using a background subtraction cue;

e it provides a multi-level feature grouping algorithm to
deal with various sizes of objects, such as for detecting
passenger vehicles and bicycles at the same time; and

e it introduces a dynamic feature grouping which can be
applied to real time applications and produce a high
quality of object trajectories from fragmented feature
tracks (as opposed to previous work’s using nice long
trajectories).

An approach of combining background subtraction and fea-
ture tracking is also found in [10], where Kanhere et al. used
the background subtraction result to estimate the 3D heights
of corner features for a low-angle camera by assuming that
the bottom of the background subtraction region is the bot-
tom of the object. Although such an assumption often fails
due to occlusions, good results were reported from a num-
ber of challenging highway video clips because of redun-
dant estimation over multiple frames. However, some of
the challenges of the background subtraction and the fea-
ture tracking and grouping algorithms, such as long corner
trajectories at an intersection and the illumination changes,
still remain. In addition, the trajectory generation, accom-
plished by matching frame-by-frame detections, does not
deliver high quality trajectories. The suggested height esti-
mation algorithm may be incorporated in our framework as
an additional cue to further improve the result.

In Section 2, we introduce our augmentations made on
the background subtraction algorithm. The feature grouping
algorithm is introduced in Section 3. The result on various
applications are presented in Section 4, and the conclusion
and future work is presented in Section 5.

2. Background Subtraction

A typical background subtraction algorithm applies a
Kalman filter (or a-blending) to the pixel intensities to find
the background [11]:

Bit1 = B + (a1 (1 — My) + asMy) Dy, (D

where B, represents the background model at time ¢, Dy is
the difference between the present frame and B, and M, is
a binary moving object hypothesis mask.

Such an approach works well when foreground objects
appear infrequently, but when the background is occluded
by an object for a significant time, the algorithm begins to
fail. Another problem is that M, is usually generated from
D; by thresholding and applying morphological operators.
Such self-feedback can make the filtering unstable. For ex-
ample, a single detection failure or a sudden illumination
change can result in a permanent failure (or a ghost) which
may even grow in size until it covers up the entire image.
Sudden illumination changes commonly occur in many field
video images because most video cameras have an auto-iris
feature.

Various augmentation has been applied to the back-
ground subtraction, for example, to use temporal median
instead of the a-blending [4]. More recently, Batista et
al. introduced various augmentations including the use of
multi-layer background models and dynamic thresholding
[2]. Such augmentations significantly improve the robust-
ness, but the problem of self-feedback is still there.

Therefore, we incorporate an external cue (corner fea-
tures) to generate more robust ;. In addition, we also
made the following modifications to Equation 1:

e the temporal median approach is combined with the
a-blending;

e an illumination correction procedure is added to deal
with sudden/temporary illumination changes; and

We use an update equation

Bros :{ Ic(By)

(1= )Bi +aNy) M, =0, P

where Ic() is an illumination-correction function and Ny is
the temporal median of the recent, say 15, frames. Note that
our background update rate is about 2 frames per second
and the 15 frames spans about 7 to 8 seconds.

The illumination-correction is applied to each of the
RGB value since the auto-iris can also change the color dis-
tribution (hue):

Ie(R, G, B) = (krR, kG, kpB), 3)

where kg, kg and kp are determined by voting on R¢ /R,
G¢/G, and Be/B over all the pixels in the images.
(R¢,Ge, Be) are the pixel values of the current frame.



Figure 1. (a) The entire scene suddenly becomes dark by an auto-
iris camera as the two white vehicles in the bottom pass by. (b) A
disastrous detection result without the illumination correction. (c)
An enhanced result with the illumination correction.

For M,, we start with the standard procedure which is
to 1) threshold the difference, 2) apply morphological op-
erators (or threshold after over-smoothing), and 3) perform
connected component analysis to fill holes, remove small
regions, and find object blobs. After the object blobs are
found, we apply an additional validation step to remove the
ghosts. We assume that within all the non-ghost foreground
region there exists at least one valid corner, i.e., a corner
feature which is not found from the background image. For
more details on the valid corner, see Section 3.

An example result is shown in Figure 1 where the il-
lumination challenge caused by an auto-iris camera. The
two white vehicles in the bottom changes the entire scene
darker (Figure la) and it causes a significant false alarms
(Figure 1b). However, the error is minimized by applying
the illumination correction.

The resulting object blobs are not the final result but they
are used as supplementary cues in the feature tracking and
grouping which will be discussed in the next section.

3. Feature Tracking and Grouping

Previous feature grouping work, [3], [1], groups corner
features directly into objects using proximity and motion
history. Such a single-level grouping is difficult and/or com-
putationally expensive, especially when we deal with ob-
jects of different scales (for example, bicycles, passenger
cars, and trucks). For instance, the distance between two
corner features that belong to the same vehicle can be much
larger than the two corner features that belong to two nearby
vehicles, which can confuse the grouping algorithm. How-
ever, when we apply a sophisticated grouping algorithm to
handle this it will bring in computational burden particu-
larly when comparing long trajectories of corner features.

To efficiently deal with the problem, we present a multi-
level grouping where individual corner features are first
grouped into small clusters (“cluster features”) then the
cluster features are grouped into object-level features.

The grouping is performed on each frame (dynamic
grouping) as opposed to the previous efforts, [3], [1], which
applied the grouping algorithms on the final tracking results.
Therefore, the proposed algorithm can be applied in real
time. Note that one of our main goals is to generate a trajec-
tory of an object. Therefore, directly applying conventional
grouping algorithms, such as K-means and the Normalized-
Cut [17], frame-by-frame basis will not provide solid tra-
jectories.

3.1. Corner Feature Tracking

The lowest-level corner features are detected by find-
ing the eigenvalues of the local sums of derivatives [7].
The corner features are only detected in the foreground re-
gion which is estimated by the background subtraction algo-
rithm. The detected corners are tracked by applying cross-
correlation template matching on a small image patch (9 x 9
in our implementation). The search window sizes for the
match vary from the applications but we first apply a large
window (for example, 15 x 15) when the direction/speed of
the corner is not known, then a small window (for example,
7 % T) near the expected position estimated by the previous
movement.

The tracked corners are validated with comparison of
the background image: another template matching search
is performed on the background image with a small search
window size (3 x 3 in our implementation). When a cor-
ner has a match in the background image it is considered
invalid and removed. Such invalid corners are often gener-
ated by errors by tracking failures such as drifting or errors
in estimating the foreground region.

We consider a corner feature ‘valid’ (see Section 2) when
it is tracked over a number of (three in our implementation)
consecutive frames, does not have a match in the back-
ground image, and is neither moving or picked-up by an
existing cluster (see Section 3.2). When a corner feature
matching fails over a number of (five in our implementa-
tion) consecutive frames it is no longer used. Corner fea-
tures are detected in each and every frame, and those not
overlapping with existing ones are subject to tracking.

Note that a feature trajectory can comprise several thou-
sand frames long in traffic video images due to a long sig-
nal waiting times at signalized intersections. However, we
do not need to keep the whole thousand frames of corner
trajectories but just for, say, 20 recent frames in our imple-
mentation because of our dynamic multi-level grouping ap-
proach. The resulting corner trajectories (the corner tracks)
are shown in Figure 2. We see that some of the corners were
tracked over many frames while some were not.



Figure 2. Corner tracks. Individual corner feature tracking fails
due to various reasons. This results in fragmented trajectories.

3.2. Cluster Tracking

The next step is to group the corner tracks into small
clusters, with each represented by a circle. An ellipse
is also used for an application with single-level grouping
(Section 4.1). We apply a variation of an Expectation-
Maximization (EM) algorithm [5] for the grouping. For
each cluster, its expected position and size in the new frame
are determined from its current “member” corner features.
Then, for each corner feature, its membership in the current
frame is re-determined by comparing its position, history of
motion, past trajectory, previous cluster membership, and
background-subtraction-blob membership history to their
“parent cluster”. The position and the size of the cluster are
re-determined by applying the updated membership. Then
after a small number of iterations (3 in our implementation),
the final position and the size of the cluster is determined.

To increase the robustness we apply a-blending to deter-
mine the position and the size of a cluster. First, the current
position and the size of a cluster is estimated by finding a ro-
bust mean (for position) and a standard deviation (for size)
of the positions of a good majority, say 90%, of the cor-
ner tracks that are close to the initially estimated position.
Then the actual size of the cluster is determined by applying
a-blending. For example,

re=(1—a)ri_1+are, 4

where r; is the radius of the current cluster, r;_; is for the
previous frame, r. is the radius estimate from the current
frame, and « is a parameter that gradually drops down as
time goes by. For example, we use &« = A\/(n + A) where n
is the length of the trajectory and A is a constant drop ratio
(v = 1 when n = 0).

A Bayesian reasoning was applied to determine the
membership of a corner feature. Given a cluster, a corner
feature’s membership is given as:

P(member|p, r,m,t,c) = aP(p,r,m,t, cjmember), (5)

P(p,r,m,t,c\member)JrlP(p,r,m,t,dﬂmember) 18
the normalization parameter, p is the proximity between the
cluster and the feature (relative distance from the ellipse
boundary), r is the background-subtraction region history
(ratio of being in the same blob), m is the motion history
(ratio of incompatible motion), ¢ is the trajectory compat-
ibility (maximum disparity of the two trajectories), and c

where @ =

0 1
Figure 3. An example pair of probability distributions used for the
grouping algorithm: the background subtraction region. The red
and blue lines are histograms for the positive and negative data,
and the orange and cyan curves are the fitted distributions (beta
distributions). The black curve shows the likelihood of the fitted
distributions.

is whether the previous cluster membership. We assume
conditional independence of individual evidence variables
to estimate P(p, r, m, t, c|member).

The individual probability distributions were estimated
by using a semi-supervised learning procedure. First the al-
gorithm was ran with manually-assigned parameters to ob-
tain a reasonable result. In addition, a user interface was
developed to correct observably erroneous membership as-
signments. Thus we can obtain a reasonably good grouping
dataset with a few manual intervention. Finally, paramet-
ric probability distributions was fit to the collected dataset.
We used half-Gaussian, gamma, beta, and step (for filter-
ing) distributions to approximate the individual distribu-
tions. For example, the positive and negative background-
subtraction region history were fit to a pair of beta distribu-
tions as shown in Figure 3. Note that the cluster grouping is
a hidden-level with no ground truth. Therefore, the proxim-
ity parameter was manually modified such that each cluster
maintains a reasonable size.

Most previous work uses frame-by-frame position es-
timates to generate trajectories. However, such estimates
do not give good quality of object trajectories because 1)
corner features appear and disappear and/or 2) and we do
not get identical grouping all the time. For example, [3]
used the center of mass in each frame to generate a trajec-
tory, which became too noisy. The background-subtraction-
based tracking also gives such noisy trajectories because the
center of a blob is not always the center of the object. How-
ever, transportation applications, such as analysis of driver
behaviors, require a fine quality of trajectories, and such a
noise cannot be accepted. Also, estimating a good cluster
trajectory helps the grouping process.

To get a fine level of trajectory, we keep the position
of the cluster (a-blended center position) and the velocity
history of the cluster separately. The velocity of the clus-
ter is set to a robust average of the velocity of the member
corner features. The resulting trajectory is estimated based
on the accumulated velocity but a possible drift is adjusted
by using the current and previous positions of the cluster.
More details on the trajectory estimation are presented in



Section 4.3.

A new cluster is generated from corner features which
do not belong to any of the existing clusters (emerging cor-
ner features). The emerging corner features are clustered
based on their positions and the background-subtraction
blob memberships. A Normalized-Cut [17] was applied for
the clustering — each feature is represented as a node on a
graph and the edge weights w(u, v) between nodes u and
v are set to the distances between the two features when
they are in the same blob and have similar trajectories or O
otherwise. Then a graph cut is found to minimize

cut(A, B) cut(A, B)
assoc(A,V)  assoc(B,V)’
where A and B are disjoint partitioning of the graph V/,
cut(A,B) = > canepW(u,v), and assoc(A,V) =
> uearev w(u,t). The solution is found by computing

the eigenvectors of the smallest eigenvalues from the edge
weight matrix.

Ncut(A, B) = 6)

3.3. Object-level Tracking

Finally, the clusters are grouped into objects. The same
EM-style algorithm for the corner feature grouping is used
for grouping the clusters but with a few differences:

o the shape of an object is fit to an ellipse instead of a
circle;

e the position and the shape of the final object is deter-
mined not by the positions of the member clusters but
by the positions of the member corner features of the
member clusters; and

e 3D criteria is used in determining the minimum and
maximum sizes of the ellipse. In addition, the tra-
jectories are compared in 3D space (assuming a fixed
height, say 0.5 meter in our implementation) to deter-
mine the membership.

It is necessary to group clusters based on their 3D trajec-
tories because the disparity among the trajectories can be
quite large in the image space (in pixels) due to camera per-
spective.

An example cluster and object grouping result is shown
in Figure 4. Nice and long trajectories are obtained from the
fragmented corner tracks (Figure 2).

4. Experimental Result and Applications

We present a result on an intersection video clip of
about 80s with vehicles, bicycles, and pedestrians. This
video clip is particularly challenging because of occlu-
sions among all road users in addition to having a clut-
tered background. It also contains some challenging il-
lumination cases as presented in Figure 1. Example re-
sults are shown in Figure 5. The video clips contains

(a) (b)

Figure 4. Nice and long trajectories are obtained from fragmented
corner tracks. Shown are: (a) cluster grouping result, and (b)
object-level grouping result.

Figure 5. Vehicle and bicycle detection and tracking results.

total nine vehicles, seven bicycles, and many pedestrians
on the road (including a crossing). Our algorithm cor-
rectly detected the positions, sizes, and trajectories of all
these road users/objects. Most of the pedestrians and bi-
cycles in the crossing and the cluttered background were
also detected by the algorithm with a small number of
under-segmentation errors and missed detections. The
original and processed video clips can be downloaded at
http://path.berkeley.edu/  zuwhan/ztracker.

The average processing time was 45ms on a 1.8GHz
Pentium Core processor. The algorithm was applied at 10
frames per second. The processing time rather depends on
the scene complexity than the size of the image as the corner
tracking takes a significant portion of the total computation.

The result was compared with the frame-by-frame appli-
cation of the NCut trajectory segmentation (cf. Section 3.2).
The background subtraction result was not applied but all
other learned probability parameters (except the proximity
where corner vs. corner is different from corner vs. clus-
ter) were applied identically. It showed a reasonable seg-
mentation performance for many objects in many frames,
but detection and grouping errors were observed in about
a half of the frames. Some under- and over-segmentation
results and noise picked-up by the NCut grouping algo-
rithm were shown in Figure 6. In addition, the algorithm
requires keeping trajectories of corner features for as much
as 1000 frames. Therefore, it required a significant process-
ing time to compare the long trajectories, and the average
processing time was 77ms. On the contrary, our dynamic
feature grouping requires keeping only 20 frame-long tra-
jectories for corners and 1000 frame-long trajectories were
only needed for a small number of clusters. Considering
that the 45ms processing time also includes the processing



Figure 6. Under- and over- segmentation errors and false detec-
tions when the Normalized Cut was directly applied frame-by-
frame without background subtraction.

Figure 7. Results on challenging illumination conditions where the
background subtraction algorithms fail to correctly localize the ve-
hicle due to the shadows and the headlights. The proposed algo-

rithm shows much better localization performance.

time for the background subtraction, the benefit of dynamic
grouping is significant.

Additional results on other challenging video images are
shown in Figure 7. We see that the algorithm is more ro-
bust to typical background subtraction challenges of shad-
ows and headlights. Since these causes only a small number
of robust corner features, our robust ellipse fitting delivers a
good localization performance.

Our algorithm can be applied to various object detection
and tracking applications. We next present its applications
on pedestrian detection and tracking, bicycle detection and
classification, and interactive trajectory extraction.

4.1. Pedestrian Detection and Tracking

Detecting, counting and/or tracking pedestrians can be
used for various safety and traffic engineering applications.
Since the shape and the size of pedestrians are roughly uni-
form, we use a single-level grouping with a fixed cluster
shape (a vertically ellipse). An example detection and track-
ing result from a pedestrian crossing video clip is shown in
Figure 8. The video clip is challenging, with clusters of
pedestrians move together. Therefore, the resulting back-
ground subtraction blobs are in clusters as shown in the im-
age. The video clip contained total 17 pedestrians crossing
the road, and there was only one false alarm and one group-
ing error (shown in the left) where three people walking
together were initially detected as two (which was subse-
quently corrected). There was also one tracking failure, but
the person was also re-detected later. The resulting video
clip can also be downloaded at the same website.

Figure 8. An application to pedestrian detection and tracking. A
good result was obtained on a very challenging video clip of a
pedestrian crossing.

4.2. Bicycle Detection and Classification

Bicycles represent an important transportation modal al-
ternative, but many conventional detectors, including the
typical inductive loop detectors, fail to detect bicycles. Bi-
cycles are significantly smaller in size than passenger vehi-
cles, so detecting both bicycles and passenger vehicles is
challenging. Our multi-level grouping algorithm enables
simultaneous detection of vehicles and bicycles. In addi-
tion, we can use the result to classify bicycles from other
vehicles, and for example, to provide an extended signal for
bicyclists to cross intersections.

Since we know the position and the size of the object,
we can apply a simple binary classifier to distinguish non-
vehicles (bicycles and pedestrians) from vehicles. We ap-
plied a support machine vector classifier suggested in [12].
Given a fixed size (in world coordinates) image window, we
extracted a corner density, horizontal line density, vertical
line density, and the standard deviation of pixel intensities
of the region. Then a support vector machine was applied
to train the classifier.

An example result is shown in Figure 9. The video clip is
very challenging because the shadow casts of a tree moves
due to wind and a sun angle change (as the shadow position
of the left-most image is different than in the right-most im-
age). The video clip contained ten bicycles and four other
vehicles. There were some recording problem that many
frames were missing which was combined by some unusual
bicyclist movements (as the bicyclists were aware of the ex-
periment) to cause some tracking failures. However, all the
lost bicyclists were re-detected later in the clip. There was
only one misclassification (shown in the middle) but we did
not have enough number of examples to provide any mean-
ingful discussion on the classification performance. The re-
sulting video clip can also be downloaded at the same web-
site. Note that exactly the same grouping parameters were
used for the result of this video clip and the one for Figure 5.

4.3. Interactive System to Generate High-quality
Trajectories

There are many safety and traffic engineering applica-
tions that require a complete set of high-level trajectories.
Most of them do not require on-line processing. There-
fore, a vehicle tracking system that allows a minimal-
level of user-interaction to validate and correct the detec-



Figure 9. An application to bicycle detection and classification.
The bicycles are shown in ellipses and other vehicles as squares.
The yellow rectangular boxes are the virtual loops. One classifica-
tion error (in the middle) and no detection failure from the video
clip of ten bicycles and four other vehicles.

tion/tracking result can be quite useful [13]. We developed
such an interactive vehicle detection system based on our
algorithm that allows a user to locate an undetected vehicle,
remove a false detection, reposition the center of the vehi-
cle, modify trajectories, and even modify the corner-feature
membership for a high-level user.

We used a a single-level grouping for the interactive sys-
tem with a fixed vehicle size. When a user manually de-
tects an object by specifying its position and the direction,
a search is performed to find the member features — nearby
corner features of the same motion.

The trajectory of an object is estimated from the velocity
history and the position estimates (see Section 3.2). The tra-
jectory estimation is illustrated in Figure 10. The first step
is to correct the position offset given the accumulated veloc-
ity, shown in red. Note that the center position estimate in
the first frame is not correct in many cases. For example,
an object entering the scene will be only partially observ-
able, and its center estimates will not be correct. Therefore,
the system waits for a number of frames, say 10, to deter-
mine the position offset between the center estimates and
the accumulated velocity (¢ = ref;). When a user manually
repositions the object early enough, the position offset is set
at that frame.

The position offset is set and applied relatively to the
heading of the object and the image resolution as shown
as the dotted green line in Figure 10. Even if the position
offset is correct, there still can be drifting while velocities
are accumulated. The drift is not significant in most cases,
but it can be large when the corner tracking is not reliable
and/or the perspective change is too big (so that the pixel
speed of the front end of the object is different from that of
the rear end, for example).

The drift is set to 0 at or before the first reference frame.
For any reference frame thereafter (via manually reposi-
tioned frames), the drift is set as the difference between cen-
ter estimates and the position-offset-corrected point such
that the final trajectory point becomes the center estimate.
The drift between the reference frames are linearly interpo-
lated. When the last reference frame is a manual modifica-
tion, the drift is not changed thereafter. Otherwise, the drift
is set such that the last trajectory position of the object be

Figure 10. Estimation of the final trajectory. The red line denotes
velocity accumulates, the blue line is for center estimates, and the
dotted green line is the result of correcting position offset (solid
arrow). The green line is the final trajectory after correcting drifts
(dotted arrow).

Figure 11. An example result of interactive detection. Automatic
segmentation is extremely difficult in this case because the short
video clip only contains the vehicles starting at the intersection
with the same motion. Correct segmentation was possible only
with several mouse clicks.

the same as the center estimate of the frame. The final tra-
jectory after correcting the drift is shown as the solid green
line.

We applied the interactive vehicle detection and track-
ing system to retrieve trajectories from seventy-five acci-
dent/incident video clips collected by the Kentucky Trans-
portation Center, University of Kentucky [8]. An example
result is shown in Figure 11. It is a short video clip where all
vehicles stop at the intersection at the beginning of the video
then move together as the traffic signal changes. Therefore,
it is extremely difficult to segment the vehicles correctly.
With a little aid (several mouse clicks) of a human operator,
the system can extract the accurate positions and trajecto-
ries for all vehicles of interest. Example trajectories can be
downloaded from the same website.

5. Summary and Future Work

We presented a new object detection and tracking ap-
proach that combines the background subtraction and the
feature grouping algorithms. We introduced an augmen-
tation to the background subtraction algorithm that uses a
corner feature tracking as a cue, and a feature tracking and
grouping algorithm that uses a background subtraction re-
sult as a cue. We introduced a dynamic multi-level feature
grouping algorithm that can be applied to real time appli-



cations, handles various sizes of objects, and provides a
set of robust trajectories. Promising results were presented
with various transportation applications. The performance
can be further improved by fusing multi-modal informa-
tion such as by applying the vehicle classification result to
constraining the size of the object and vice versa. Future
work will include applying the algorithm to a larger num-
ber of data and performing comparative studies on various
applications with various vision- and other sensor-based ap-
proaches.
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