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Abstract

Given an input video sequence of one person con-
ducting a sequence of continuous actions, we consider
the problem of jointly segmenting and recognizing ac-
tions. We propose a discriminative approach to this
problem under a semi-Markov model framework, where
we are able to define a set of features over input-
output space that captures the characteristics on bound-
ary frames, action segments and neighboring action
segments, respectively. In addition, we show that this
method can also be used to recognize the person who
performs in this video sequence. A Viterbi-like algo-
rithm is devised to help efficiently solve the induced
optimization problem. Experiments on a variety of
datasets demonstrate the effectiveness of the proposed
method.

1. Introduction

Our goal in this paper is to segment and recognize el-
ementary actions such as run, walk and draw on board,
from a video sequence where one person performs a se-
quence of such actions. This is a fundamental problem
in human action understanding and has a wide range
of applications in e.g . surveillance, video retrieval and
intelligent interface. It is nevertheless challenging due
to the high variability of appearances, shapes and pos-
sible occlusions, and things are further complicated for
continuous action recognition in our case where it is
necessary to segment the input video sequence into con-
tinuous action segments.

The Models We consider a discriminative learning
approach. To better motivate our proposed model, we

will describe in turn three types of statistical models
that can be used in human action analysis, as illus-
trated in Figure 2 (from top to bottom panels).

The first type of models (Figure 2 top row, e.g .
KNN, support vector machine (SVM) ) simply ignores
the temporal dependencies among video frames thus
each frame is assumed to be statistically independent
from the rest. This however limits its prediction abil-
ity, particularly when there exist ambiguities in some
video sequences (e.g . Figure 1 top), where it is difficult
to identify an appropriate action label for one frame
until we have knowledge of its temporal context. This
is partially solved in [9, 13, 19] where the feature de-
scriptors incorporate the spatial-temporal characteris-
tics of each type of action subsequences, and a variant
of the first model is applied in this feature space to de-
cide to which category a new action segment belongs.
This, however, requires pre-segmentation of into action
segments.

The second model is a Markov chain model (Figure 2
middle, e.g . HMM, conditional random field (CRF)
and SVM-HMM [2, 8, 15]) that considers statistical
dependencies over all adjacent frames and shows good
performance on pre-segmented datasets. We argue that
it is not well suited to the video sequences we con-
sider in this paper. First, continuous action recogni-
tion is inherently a segmentation problem, where each
action starts, lasts for a period of frames and then tran-
sits to another action. Second, although the Markov
chain model considers local interaction between adja-
cent frames, it does not have access to characteristics
over the entire action segment, such as the length of
the segment.
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Figure 1: Walk or draw on the board? Left illustrates one
frame extracted from an exemplar video sequence. It generates
ambiguity between two possible actions: walk or draw on the
board, which will only become clear by observing the context of
the sequence, shown in Right.

We instead propose to use a semi-Markov model
(SVM-SMM, Figure 2 bottom), which exploits the seg-
mentation nature of the problem, where the modeling
emphasis is on the properties within individual seg-
ments and between adjacent action segments of vari-
able length. In particular, our SVM-SMM approach
makes use of three types of features to: (a) relate to
the boundary frames of each segment, (b) encode con-
tent characteristics about segments, and (c) capture
interactions between neighboring segments. More de-
tails about our feature representation are provided in
Section 3.

The main contributions of this paper are two-fold:

• A large-margin discriminative approach is pro-
posed to address the problem of action segmenta-
tion and recognition under a semi-Markov model
framework, where a Viterbi-like algorithm is de-
vised for efficient inference. In addition, we show
that this method can also be used to recognize the
person who performs in a video sequence.

• Based on a codebook object representation that
incorporates SIFT [7] and shape context [1] fea-
tures, a set of feature functions are defined over
input-output space that encode characteristics of
boundary frames, segments as well as neighboring
segments.

Related Work Generative statistical approaches,
especially Markov models [2, 3, 4, 5, 8, 20] have come
in wide use for modeling and analyzing human actions,
e.g . HMMs and its variants such as coupled HMMs
[2, 20]. Besides, [8] uses HMMs and AdaBoost to seg-
ment and recognize motion capture sequences. [3] ap-
plies a two-layered extension of SMM to model high-
level daily activities, while [4] tackles the problems of
2D tracking and 3D motion capture using a variable-
length Markov model.

Recently, large margin based discriminative learn-
ing schemes[18] are extended to cases where there are

Figure 2: We compare three types of statistical models on a
sequence that contains a series of action segments (in different
colors). The dependency in each model is illustrated as red arcs.
Top: an iid model where each frame label is independent from
others. Middle: a Markov chain model where each frame label
depends on its adjacent frame labels. Bottom: the proposed
semi-Markov model where frames in one segment share one label,
and this label depends on its adjacent segment labels.

structured dependencies among the outputs [10, 16, 17]
(e.g . SVM-HMM where the output could be time se-
ries sequences), and encouraging results are obtained
in bio-informatics and natural language processing re-
lated applications. As far as we are aware, there is
not much work along this line conducted in the field of
video action analysis. In particular, a SMM approach
is proposed by [10] for gene structure prediction appli-
cations. They propose a two-stage learning algorithm
where binary SVM classifiers are firstly used to identify
segment boundaries and the content of each segment is
recognized separately in the second stage. Clearly this
procedure is quite different from the efficient Viterbi-
like algorithm we propose in section 2 where action
segmentation and recognition can be addressed jointly.
We note in the passing that conditional random field
(CRF) is another discriminative model that deals with
structured outputs, which has been applied to action
recognition [15, 19], and recently Semi-Markov CRF
[12] has been proposed for natural language processing
problems.

Paper Outline In section 2 we give a probabilis-
tic account of the proposed discriminative framework.
To solve the induced optimization problem, we intro-
duce and analyze an efficient inference algorithm. We
proceed to provide details of the feature functions in
section 3. A number of experimental and compara-
tive results are presented and discussed in section 4,
followed by a summary in section 5.

2. The Approach

Define the set of action labels as C = {1, · · · , C},
and the set of persons I = {1, · · · , I}. Without loss
of generality, we assume that there is exactly one per-
son P ∈ I in a given video sequence. In this paper,
the human action analysis problem is formulated as
an optimization problem over a probabilistic graphical



model.

Graphical model definition: Consider a graph
defined on the action sequence Y for person P ∈ I.
In particular we consider a semi-Markov model, where
one node in this graph corresponds to a segment of
video frames having the same action label, and one
edge captures the statistical dependency between two
adjacent segments. Given a video sequence of length
m as X = {xk}m−1

k=0 , we attach a dummy node xm

to this sequence, denote l the number of segments,
and define a set of segment boundaries {nk}l−1

k=0 with
nk−1 < nk < nk+1,∀k, and fix n0 = 0, nl = m to sat-
isfy boundary conditions. As a consequence, the first
segment is [0, n1), and the last segment is [nl−1,m).
The action label sequence can be equivalently repre-
sented as Y = {(nk, ck)}l−1

k=0, where each pair (nk, ck)
denotes the starting position and the corresponding ac-
tion label for the kth segment [nk, nk+1).

During training we have access to a set of T video
sequences X = {Xt}T

t=1, as well as corresponding labels
Y = {· · · , Yt, · · · }, accordingly. We further assume that
the conditional distribution over the label Y given the
observed sequence X = Xt can be written as an expo-
nential family model:

log p(Y |X, W ) = 〈W, Φ(X, Y )〉 − AW (X). (1)

By the independence assumption among action se-
quences, the joint conditional probability over all
training sequences can be factorized as p(Y|X , W ) =Q

t p(Yt|Xt, W ). Here AW (X) is the normalization con-
stant to ensure p(Y |X, W ) respects a valid probability
distribution, and W is the parameter vector. Φ(X, Y ) is
a feature map over the joint input-output space, which
can be decomposed with respect to the SMM graph
structure (illustrated in Figure 2 bottom) as

Φ(X, Y ) =

„ l−1X
i=0

φ1(X, ni, ci),

l−1X
i=0

φ2(X, ni, ni+1, ci),

l−1X
i=0

φ3(X, ni, ni+1, ci, ci+1)

«
, (2)

As mentioned in the beginning of this paper, φ1 and
φ2 capture the observation-label dependency in current
action segment, where φ1 concentrates on a segment’s
boundary frame and φ2 takes care of global charac-
teristics of the segment. The interaction between two
neighboring segments is encoded in φ3. W can as well
be decomposed in this manner.

In what follows, we present a probabilistic account
of applying the large-margin discriminative framework
to structured data [16, 17]. In prediction phase, for
an unseen video sequence X, its action sequence is ob-
tained by maximum likelihood decoding of the condi-
tional probability

Y ∗ = arg max
Y

log p(Y |X, W ) = arg max
Y

F (X, Y ). (3)

where F (X, Y ) , 〈W, Φ(X, Y )〉 is the discriminant func-
tion. Therefore the optimal assignment of Y ∗ amounts
to choosing the maximum of the discriminant function.

Learning in our SVM-SMM framework is accom-
plished by solving a regularized optimization problem
with respect to the parameter W : we would like W
be bounded to avoid over-fitting, and to maximize the
minimum log ratio of the conditional probabilities, as

min
W

‖W‖2

2
s.t. log

p(Yt|Xt, W )

p(Y |Xt, W )
≥ ∆(Yt, Y ) ∀t, Y (4)

for the set of video sequences {t : t ∈ 1, · · · , T}, where
the label loss ∆(Yt, Y ) is the margin between the two
feasible label assignments.

We invoke (1), and add the slack variable ξ to ac-
count for the non-separable case. As the normalization
terms cancel out, the optimization problem states, for
η > 0,

min
W,ξ

‖W‖2

2
+

η

T

X
t

ξt (5)

s.t. 〈W,4Φ(Xt, Y )〉 ≥ ∆(Yt, Y ) − ξt ∀t, Y,

where 4Φ(Xt, Y ) = Φ(Xt, Yt) − Φ(Xt, Y ). Its dual pro-
gram is

max
α

X
t,Y

αt,Y ∆(Yt, Y )−
η

2

‚‚‚‚‚‚
X
t,Y

αt,Y4Φ(Xt, Y )

‚‚‚‚‚‚
2

(6)

s.t. αt,Y ∈M ∀t,

where M denotes the probability simplex constraint.
Applying the Representer theorem [6] yields a dual rep-
resentation of the discriminant function as

F (X, Y ) =
X
t,Y ′

αtY ′
˙
4Φ(Xt, Y

′), Φ(X, Y )
¸
. (7)

F can also be decomposed into three components:
fi(X,Y ) = 〈wi, φi(X,Y )〉 ,∀i = {1, 2, 3} as

l−1X
i=0

„
f1(X, ni, ci) + f2(X, ni, ni+1, ci) + f3(X, ni, ni+1, ci, ci+1)

«
.

(8)

Notice the proposed model is very general and contains
several existing models as special cases. Let M ≥ 1
upper-bound the maximum number of frames a seg-
ment would last. By fixing M = 1 and using only
features φ1 and φ2 (i.e. setting φ3 = 0), we recover the
multi-class SVM (Figure 2 top). When fixing M = 1
and utilizing all three features, we obtain the SVM-
HMM [17] (Figure 2 middle).



2.1. The Algorithm
Both the primal (5) and the dual problem (6) are in
fact intractable, as the configuration space of Y is in
the order of T × Cm, thus the number of constraints
grows exponentially as the length of training sequences
increases. However, this problem can be approximately
solved by using an optimization technique known as
column generation [17]. Here, rather than solving (6)
immediately, one finds the most violated constraint
(column generation) using current solution of (6), and
iteratively adds these constraints to the optimization
problem. This iterative procedure is guaranteed to
converge to the the optimal solution [17], and it ap-
proximates the optimal solution to arbitrary precision
in polynomial number of iterations. Now, for column
generation, we need to solve

Y ∗ = argmax
Y ∈Y

∆(Yt, Y ) + F (Xt, Y ), (9)

which gives the most violated constraint as long as
Y ∗ 6= Yt. Here we devise a Viterbi-like dynamic pro-
gramming scheme as presented in Algorithm 1. Be-
sides, we use the Hamming distance to measure the la-
bel loss ∆(Y, Y ′) between alternative action sequence
labels as

m−1X
k=0

(1− δ(yk = y′k)),

where δ(x) is the indicator function.
Take any segment i, we denote its related boundaries

as n− , ni−1 and n , ni. Similarly the related labels
are c− , ci−1 and c , ci. Now, we maintain a partial
score S(X,n, c) that sums up to segment i (i.e. starts
at position 0 and ends with the segment [n−, n) with
labels c− (for n−) and c (for n), respectively), and it
is defined as

max
c−,max{0,n−M}≤n−<n

˘
S(X, n−, c−) + g(X, n−, n, c−, c)

¯
,

(10)

where the increment g(X,n−, n, c−, c) equals to

f1(X, n−, c−) + f2(X, n−, n, c−)

+ f3(X, n−, n, c−, c) + 1−
n−1X

k=n−

δ(yk = c−).

It is easy to verify that in the end, the sum of two
terms in the RHS of (9) amounts to S(m, cm). After
slight modification, this algorithm is also used to solve
the ML problem of (3) in prediction phase.

This column generation algorithm is very efficient:
its time complexity is O(mMC2) thus is linear with re-
spect to the sequence length m, and its memory com-
plexity is O(m(C+2)). In our experiments, it is imple-
mented in C++ and performs on average 0.05 seconds
per frame at running time using an PC with an Intel

Pentium 4 3.0GHz processor and with 512M memory.
This enables our method to efficiently work with video
data.

Algorithm 1 Column Generation
Input: sequence Xt with length m, its true label Yt,
and maximum length of a segment M
Output: score s, optimal label Y ∗

Initialize matrices S ∈ Rm×C, J ∈ Zm, and L ∈ Zm

to 0, Y ∗ = ∅
for i = 1 to m do

for ci = 1 to C do
(Ji, Li) = argmax

j,cj

S(j, cj) + g(j, i, cj , ci)

S(i, ci) = S(j∗, c∗j∗) + g(j∗, i, c∗j∗ , ci)
end for

end for
c∗m = argmax

cm

S(m, cm)

s = S(m, c∗m)
Y ∗ ← {(m, c∗m)}
i← m
repeat
Y ∗ ← {(Ji, Li), Y ∗}
i← Ji

until i = 0

2.2. Extension and Variants
In addition to action recognition, our method can

also be used to recognize which person appears in the
given sequence. This is achieved by extending the la-
bels to Y = {· · · , (Yt, Pt), · · · }, where for the label pair
(Y, P ) of a sequence, Y still denotes the sequence of
frame-by-frame action labels, and P is the person la-
bel of the entire sequence. Similarly, the joint feature
map can be extended to

Φ(X, Y, P ) =

„ l−1X
i=0

φ1(X, ni, ci, P ),

l−1X
i=0

φ2(X, ni, ni+1, ci, P ),

l−1X
i=0

φ3(X, ni, ni+1, ci, ci+1, P )

«
, (11)

and the discriminant function to F (X, Y, P ) accordingly.
For column generation, we now need to solve

(Y ∗, P ∗) = argmax
(Y,P )∈Y

∆((Yt, Pt), (Y, P )) + F (Xt, Y, P ).

The label loss ∆((Y, P ), (Y ′, P ′)) between alternative se-
quence labels becomes

m−1X
k=0

(1− δ(yk = y′k)) + λ(1− δ(P = P ′)),



where λ ≥ 0 is a trade-off constant. This leads to an
extended partial score S(X,n, c, P )

max
c−,max{0,n−M}≤n−<n

˘
S(X, n−, c−, P ) + g(X, n−, n, c−, c, P )

¯
,

(12)

where the increment g(X,n−, n, c−, c, P ) equals to

f1(X, n−, c−, P ) + f2(X, n−, n, c−, P )

+ f3(X, n−, n, c−, c, P ) + 1 −
n−1X

k=n−

δ(yk = c−).

Obviously the task of action segmentation and
recognition is a special case of this extended framework.
Moreover, in standard datasets such as Mobo [11] each
sequence is commonly pre-processed to contain multi-
ple cycles of one action, rather than continuous action
subsequences. Our method is used in this scenario to
segment a sequence frame-by-frame into atomic action
cycles as well as to recognize the action performed over
the entire sequence. These allow us to carry out a va-
riety of experiments reported in section 4 where we are
able to choose to either segment and recognize actions,
or additionally recognize persons.

3. Feature Representation

In this section, we discuss in details the implemen-
tation of the feature map Φ (2) in our context.

The foreground object in each image is obtained
using background subtraction. By running the SIFT
[7] key points detector, the object is represented as a
set of key feature points extracted from the foreground
and each point has 128-dim SIFT features, which are
known to be relatively invariant to illumination and
view-angle changes, and importantly, are insensitive to
the objects’ color appearance by capturing local image
textures in the gradient domain. In addition, 60-dim
shape context [1] features are constructed for each fea-
ture point, which roughly encode how each point “sees”
the rest points. The two sets of features are then con-
catenated with proper scaling to form a 188-dim vector.
This point-set object representation are further trans-
formed into a 50-dim codebook using K-means, similar
to the visual vocabulary approach of [14].

Now, as a new frame is presented, each of its points
is projected into this codebook space with a cluster
assignment, and the object is therefore represented as
a 100-dim histogram vector h. Typical results of this
codebook representation is illustrated in Figure 4 bot-
tom, where we randomly choose four codebook clusters
and plot the assigned feature point locations on indi-
vidual images. This convincingly shows that each clus-
ter can pick up reasonably similar patches over time
and across people.

Equipped with this codebook representation, we
construct feature functions φ1, φ2 and φ3 as follows.
Note that for Mobo dataset [11] we use a different set
of features to better represent one action segment now
containing one atomic action cycle.

Boundary Frame Features φ1(X,ni, ci) =
ψ1(X,ni) ⊗ ci, where ⊗ denotes a tensor product.
ψ1 is a concatenation of two features. The first is a
constant 1 which acts as the bias term. The second
part is obtained from a sliding window of size ws

centered on the boundary frame. When ws = 1 it
becomes the single histogram vector hni

. For Mobo
dataset [11], by using ws = 3 our second part is thus
a concatenation of the three consecutive histogram
vectors.

Node Features on Segment Node features are de-
vised to capture the characteristics of the segment. φ2

is defined as φ2(X,ni, ni+1, ci) = ψ2(X,ni, ni+1) ⊗ ci.
ψ2(X,ni, ni+1) contains three components: the length
of this segment, the empirical mean and variance of the
histogram vector of the segment (i.e. over frames from
ni to ni+1 − 1).

For Mobo dataset [11], we use instead the follow-
ing features: the length of this segment, hni

of the first
frame, the element-wise difference between the first and
the middle frames hni

−hbni+ni+1
2 c, as well as the differ-

ence between the first and the last frames hni
−hni+1−1.

Here the last two features aim to encode informative
properties within one atomic action cycle, for example,
often the object of the first frame poses similarly to
that of the last frame, but very differently from that of
the middle frame.

Edge Features on Neighboring Segments As
in practice we do have prior knowledge about how
long a segment would at least last, we define the
minimum duration of a segment as d. Similarly
φ3(X,ni, ni+1, ci, ci+1) = ψ3(X,ni, ni+1) ⊗ ci ⊗ ci+1,
and it is a concatenation of the following components:
(1) the empirical mean of the histogram vector from
frames ni to ni+1 − 1, and (2) from frames ni+1 to
ni+1 + d, as well as (3) the empirical variance of the
histogram vector from ni to ni+1−1, and (4) from ni+1

to ni+1 + d.
A different set of φ3 features are constructed cater-

ing for Mobo dataset [11] where we aim to capture
the interaction between two neighboring action cycles,
as: hni+1 − hni

, hni+1+d − hni
, hni+1+d − hni+d, and

hni+1+d−hbni+ni+1
2 c. The intuition behind the features

here is in line with what we have in φ2.



1 2 3 4 5
0.5

0.6

0.7

0.8

0.9

1

Levels of difficulties

A
cc

ur
ac

y

SVM−SMM
SVM−HMM
SVM
1NN
3NN
5NN

(a) Recognize actions

1 2 3 4 5
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Levels of difficulties

A
cc

ur
ac

y

SVM−SMM
SVM−HMM
SVM
1NN
3NN
5NN
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Figure 3: Comparing six methods on two scenarios using
a synthetic dataset. See text for details.

4. Experiments

Experiments are conducted on three datasets, where
the proposed method (SVM-SMM) is compared with
five other algorithms: KNN (where K=1, 3, 5), SVM
multiclass and SVM-HMM. To segment and recognize
actions on a test sequence1, a frame-by-frame classifi-
cation strategy is adopted for all the comparison algo-
rithms. Furthermore, we conduct several experiments
to show that this method can also be used to recognize
the person who performs in the sequence, where we en-
force a rather strict evaluation scheme: a prediction on
one frame is regarded correct only when both the right
person and the right action are identified. For a fair

1which we also call in short as action recognition when no
confusion occurs.

cluster Bcluster A cluster C cluster D

Figure 4: A Walk-Bend-Draw (WBD) dataset. Top shows
some sample frames of the dataset (see also Figure 1 bottom).
Bottom displays the assignments of image feature points on four
randomly chosen codebook clusters over time and across person.

comparison, each method is tuned separately to obtain
best performance.

Synthetic dataset We consider a controlled envi-
ronment where we are able to quantitatively measure
the performance of comparison algorithms by varying
the difficulty level of problems from easy to difficult.
We do this by constructing a two-person two-action
synthetic dataset which consists of five trials (each trial
has a set of ten sequences and corresponds to a cer-
tain level of difficulty. This dataset is available at
sml.nicta.com.au/∼licheng/aSR/).

Here each person P equals to one semi-Markov
model (SMM) containing its own Gaussian emission
probabilities N (µc,P , σc,P ) and duration parameters
λc,P for the two actions c = 1, 2, respectively. Each
sequence of length 150 is generated by sampling from
a SMM model, and as a result contains continuous ac-
tion subsequences.

Now, we build five trials as follows. For each trial,
five sequences are generated from each person’s model,
and in the end we have ten sequences. While across
trials, we vary the levels of difficulties by moving µ2

toward µ1 and fixing other parameters of the models.
On this dataset, we conduct two controlled experi-

ments where 5-fold cross-validation are used. The re-
sults are displayed in Figure 3, where the first exper-
iment considers solely action recognition, and the sec-
ond is to recognize both actions and persons.

SVM-SMM consistently performs the best, seconded
by SVM-HMM while the rest methods have inferior
performance. An interesting observation is made from
the second experiment: here SVM-SMM retains a sta-
ble classification rate over different levels of difficulties,
whereas other methods, especially SVM-HMM, deteri-
orate. This mainly dues to that SVM-SMM is capable



1NN 3NN 5NN SVM SVM-HMM SVM-SMM

Action Recognition 0.82 ± 0.02 0.80 ± 0.03 0.77 ± 0.03 0.84 ± 0.03 0.87 ± 0.02 0.91± 0.02
Action and Person 0.60 ± 0.10 0.54 ± 0.11 0.50 ± 0.12 0.69 ± 0.07 0.85 ± 0.03 0.86 ± 0.03

Table 1: A summary of the first two experiments conducted on the WBD dataset: the first row shows performance on action
recognition, and the second row displays results of jointly recognize actions and persons.

truth vs. predict walk bend draw

walk 0.78 0.22 0.00
bend 0.07 0.91 0.02
draw 0.03 0.11 0.86

Table 2: Confusion matrix of applying SVM-SMM on the WBD
dataset to jointly recognize actions and persons.

of encoding segment-level characteristics such as the
length and empirical variance of the segment.
Walk-Bend-Draw dataset In addition to the stan-
dard datasets (e.g . [11]) where videos have been pre-
segmented to allow one action per sequence, to eval-
uate the empirical performance of the proposed ap-
proach on sequences that each contains continuous ac-
tions, we construct a Walk-Bend-Draw (WBD) dataset
(some sample frames are displayed in Figure 1 and
4, this dataset is available at at sml.nicta.com.au/
∼licheng/aSR/). This indoor video dataset contains
three subjects, each performs six action sequences at
30 fps with resolution 720x480, and each sequence con-
sists of three continuous actions: slow walk, bend body
and draw on board, and on average each action lasts
about 2.5 seconds. We subsample each sequence to
obtain 30 key frames, and manually label the ground
truth actions.

To measure the performance, 6-fold cross-validation
is used for each comparison method. Table 1 reports
on two experimental scenarios: action recognition, and
simultaneous recognition of actions and persons, where
SVM-SMM still consistently delivers the best results.
In specific, Table 2 displays the confusion matrix of
SVM-SMM in the second experiment, where the two
actions – walk and draw – seem to be rarely confused
with each other, nevertheless both sometimes are mis-
predicted as bend. This is to be expected, as although
walk and draw appear to be more similar to human ob-
server in isolated images (see Figure 1), it nevertheless
can be learned by SVM-SMM from a training set of
videos that walk, bend and draw are usually conducted
in order.

CMU Mobo dataset [11] This dataset contains 24
individuals2 walking on a treadmill. The subjects per-
form four different actions: slow walk, fast walk, in-

2The dataset is originally consisted of 25 subjects. We drop
the last person since we have problems obtaining the sequences
of this individual walking with balls.

1NN SVM SVM-HMM SVM-SMM

act. 0.65 ± 0.02 0.67 ± 0.03 0.75 ± 0.06 0.75 ± 0.03
seg. 0.16 ± 0.05 0.15 ± 0.03 0.43 ± 0.01 0.59 ± 0.03

Table 3: Comparison on CMU Mobo dataset. The first row
presents action recognition rate on a sequence, while the second
row gives F1-score for segmentation measurement. See text for
details.

cline walk and slow walk with a ball. Each sequence
has been pre-processed to contain several cycles of a
single action and we additionally manually label the
boundary positions of these cycles. The task on this
dataset is to automatically partition a sequence into
atomic action cycles, as well as predict the action label
of this sequence. We evaluate the action recognition
and segmentation performance separately. To measure
segmentation performance, we adopted the F1-score,
which is often used in information retrieval tasks, and
is given by (2×Precision×Recall)/(Precision+Recall).

Table 3 presents the results after 6-fold cross-
validation. To save space the results of 3NN and 5NN
are not displayed as they are very similar to 1NN. Here
both methods beat the baseline methods including
KNN (K=1,3,5) and SVM by a large margin. Besides,
SVM-SMM shows competitive performance where it
outperforms SVM-HMM on action label prediction as
well as on segmentation of action cycles.

5. Outlook and Future Work

We present a novel semi-Markov discriminative ap-
proach to human action analysis, where we intent to
segment and recognize continuous action sequences. In
addition, we show that this method can also be used
to recognize the person who performs in this video se-
quence. By employing a Viterbi-like column genera-
tion algorithm, this approach allows us to explicitly
encode segment-level properties into feature represen-
tation and still be solved efficiently. Experimental re-
sults on a variety of dataset demonstrate that our ap-
proach is flexible to cater for different scenarios, yet it
is competitive comparing to the state-of-the-art meth-
ods.

Our approach can be extended in several directions.
It is promising to explore the dual representation in
order to incorporate matching cost between point sets.
We also plan to apply this approach to closely related
problems, e.g . to detect unusual actions from a long-



period video dataset.
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