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Abstract

Model-based 3D tracker estimate the position, rotation,
and joint angles of a given model from video data of one
or multiple cameras. They often rely on image features that
are tracked over time but the accumulation of small errors
results in a drift away from the target object. In this work,
we address the drift problem for the challenging task of hu-
man motion capture and tracking in the presence of multi-
ple moving objects where the error accumulation becomes
even more problematic due to occlusions. To this end, we
propose an analysis-by-synthesis framework for articulated
models. It combines the complementary concepts of patch-
based and region-based matching to track both structured
and homogeneous body parts. The performance of our
method is demonstrated for rigid bodies, body parts, and
full human bodies where the sequences contain fast move-
ments, self-occlusions, multiple moving objects, and clutter.
We also provide a quantitative error analysis and compari-
son with other model-based approaches.

1. Introduction

3D tracking of rigid bodies or humans is essential for
many applications in different areas ranging from motion
analysis in sports and medical diagnostics to entertainment.
While commercial marker-based systems are widely-used,
vision-based motion capture is still a challenging task. In
the last decade, model-based approaches like [11] have be-
come popular where the position, rotation and joint angles
of a known 3D model are estimated from video data of one
or multiple calibrated cameras. In this work, we address the
multi-camera case as it is common for marker-based sys-
tems but we rely only on natural features present in the im-
ages instead of attached markers.

Image features can be tracked over time by flow-
based methods [17, 19] or by patch-based 2D tracker like
KLT [22] or interest point matching [18]. Under the as-
sumption that the pose is well estimated for the current
frame, the 2D correspondences between the current frame
and the next frame can be used to estimate the 3D pose for

Figure 1. Motivation. When the pose of the target object (pro-
jected mesh) is known at the current frame, 2D correspondences
between the current frame (square) and the next frame (cross) are
often used to estimate the pose for the next frame. While this is
sufficient at the beginning when the pose is well estimated (left),
small errors that accumulate over time result in a drift away from
the target (center). In the worst case, the object is completely lost
(right). The drift is even more problematic when occlusions occur,
e.g. occlusions by other objects (Figure 5) or self-occlusions in the
case of humans (Figure 8).

the next frame as illustrated in Figure 1 for a rigid object.
The main drawback of these approaches is the error accu-
mulation over time resulting in a drift away from the ob-
ject. To overcome this limitation, the combination of mul-
tiple cues was proposed, e.g. optic flow and edges for face
tracking [9] or optic flow and contour for rigid objects [4].
In [15] an iterative analysis-by-synthesis approach was sug-
gested for face tracking.

We go beyond the tracking of rigid objects and faces
and propose a framework that combines the ideas of multi-
cue integration and analysis-by-synthesis for the challeng-
ing task of human motion capture and tracking in the pres-
ence of multiple objects where drift becomes even more
problematic due to occlusions as shown in Figures 5 and 8.
To recover from errors and to detect occlusions, we pro-
pose the use of a synthesized image, which is generated
with the predicted pose of the object and a static texture, as
a reference image for each frame. For both prediction and
correction by synthesis, patch-based matching is performed
as outlined in Figure 2. While the illumination properties
between two successive frames are similar and therefore
a large number of matches can be provided in the predic-
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Figure 2. Having estimated the pose for time t − 1, the pose for
the next frame is predicted by matching patches between the im-
ages of frames t − 1 and t. The predicted pose provides a shape
prior for the region-based matching and defines the pose of the
model for synthesis. The final pose for frame t is estimated from
weighted correspondences emerging from the prediction, region-
based matching, and analysis-by-synthesis, see also Figure 4.

tion step (see Figure 4), a static texture in the synthesis step
provides correspondences that are not affected by error ac-
cumulation during tracking. Since the surfaces of human
body parts are not always covered by patterns, which can be
tracked well by patch-based matching, correspondences for
homogeneous body parts are obtained by region-matching
where the segmentation is improved by a shape prior from
the predicted pose.

In our experiments, we show that our framework solves
the drift problem better than approaches relying only on
multi-cue integration and we present tracking results for
rigid bodies, body parts, and full human bodies in vari-
ous sequences that contain fast movements, self-occlusions,
multiple moving objects, and clutter. We also provide a
quantitative error analysis and compare our method with a
statistical appearance model [1].

1.1. Related Work

Optical flow is very popular for model-based tracking,
see e.g. [3]. It was also used for constructing a 3D flow
field [25] to refine the pose, however, this approach requires
accurate silhouettes and a relatively large number of cam-
eras to get a stable 3D flow field. More recently, the seg-
mentation and pose estimation process was coupled in terms
of a shape prior for the level-set [20] or graph-cut segmen-
tation [2]. Since the performance depends on the accuracy
of the shape prior, optic flow was again used to predict the
shape of rigid objects [4].

Leptit et al. [14] handled the drift problem by regarding
tracking as a detection problem. They stored patches of a
textured model from different viewpoints in a preprocessing

Figure 3. From left to right: a) Triangulation. b) Parameteriza-
tion. c) Texture map. d) Textured model.

step and matched each frame to one of the keyframes. Al-
though there exists a real-time implementation [13], it is not
suitable for articulated objects since the large number of de-
grees of freedom requires a large number of keyframes. In
addition, small body parts like hands cannot be estimated by
features alone. To handle illumination differences between
synthesized images and original images, illumination tem-
plates were proposed for head tracking [7]. In [1] a statis-
tical model was used for human motion tracking that relies
on a template from the previous frame and a stable template
that changes only slowly over time.

2. Synthesis

For synthesizing images, the texture of the model needs
to be acquired. As it is common for model-based track-
ing approaches, we assume that a triangulated 3D model is
available as shown in Figure 3 a), which might be obtained
by any 3D acquisition or modeling technique. Since the im-
age domain is only 2D, a parametrization of the 3D surface
is necessary. For this purpose, the mesh is manually cut and
mapped to a square where unavoidable distortions of the tri-
angles are reduced by a quasi-harmonic map [26], see Fig-
ure 3 b). The images for the texture can be either acquired
directly from the tracking sequence or in a preprocessing
step by capturing the object from different viewpoints with
a calibrated camera. Having images of the object from dif-
ferent views, the silhouettes are extracted by background
subtraction and the pose of the model is estimated from the
silhouettes [10]. The object is then mapped onto the squared
texture map for each camera and the visible parts are fused
by multiresolution splines [6] in order to remove seams be-
tween triangles from different views. Invisible triangles are
filled up by linear interpolation. A resulting texture map is
shown in Figure 3 c), which can be used to render the model
in any pose. The texture acquisition for articulated models
is the same as for rigid models.

3. Cues

3.1. Region-based Matching

Region-based matching minimizes the difference be-
tween the projected surface of the model and the object re-
gion extracted in the image, see Figure 4 b). For this pur-



Figure 4. From left to right: a) Correspondences between cur-
rent frame (yellow square) and next frame (blue cross). b) The
extracted contour for region-based matching also provides corre-
spondences for homogeneous body parts like the right foot. c)
Correspondences between the synthesized image and the original
image. d) Projection of estimated pose.

pose, 2D-2D correspondences between the contour of the
projected model and the segmented contour are established
by a closest point algorithm [27]. Since the projected points
on the contour relate to 3D vertices of the mesh as shown
in Figure 4 d), 3D-2D correspondences between the model
and the image can be derived.

The silhouette of the object is extracted by a level-set
segmentation that divides the image into fore- and back-
ground where the contour is given by the zero-line of a
level-set function Φ. As proposed in [20], the level-set func-
tion Φ is the minimum of the energy functional

E(Φ, x̂) = −
∫

Ω

H(Φ) ln p1 + (1 − H(Φ)) ln p2 dx

+ ν

∫
Ω

|∇H(Φ)| dx + λ

∫
Ω

(Φ − Φ0(x̂ ))2 dx, (1)

where H is a regularized version of the step function, p1 and
p2 are the densities of the fore- and background modeled by
local Gaussian densities. While the first term maximizes
the likelihood, the second term regulates the smoothness of
the contour by parameter ν = 2. The last term penalizes
deviations from the projected surface of the predicted pose
Φ0(x̂) with λ = 0.06.

3.2. Patch-based Matching

Patch-based matching extracts correspondences between
two successive frames for prediction and between the cur-
rent image and a synthesized image for avoiding drift as
outlined in Figure 2. The synthetic image is obtained by
projecting the predicted textured model onto the current im-
age as shown in Figure 4 c). For reducing the computa-
tion effort of the keypoint extraction [16], a region of in-
terest is selected by determining the bounding box around
the projection and adding fixed safety margins that com-
pensate for the movement. To cope with the illumination
differences between the synthetic and the current image, we

apply PCA-SIFT [12] as local descriptor that is trained for
the object by building the patch eigenspace from the ob-
ject texture. 2D-2D correspondences are then established
by nearest neighbor distance ratio matching [18] where the
search is reduced to keypoints inside a local neighborhood,
e.g. 100 × 100 pixels, to deal with repeating patterns on
the surface. Since each 2D keypoint x of the projected
model is inside or on the border of a triangle with ver-
tices v1, v2, and v3, the 3D counterpart is approximated by
X =

∑
i αi Vi using barycentric coordinates (α1, α2, α3).

The corresponding triangle for a 2D point can be efficiently
determined by a look-up table containing the color index
and vertices for each triangle.

The patch matching produces also outliers that need to
be eliminated. In a first coarse filtering step, mismatches of
the torso and each limb are removed by discarding 2D-2D
correspondences with an Euclidean distance that exceed the
average of the torso or limb by a multiple. After deriving
the 3D-2D correspondences, the pose is estimated and the
new 3D correspondences are projected back. By measuring
the distance between the 2D correspondences and their re-
projected counterparts, the remaining outliers are detected.

For the patch-based matching between two successive
frames, only keypoints on the projected surface of the model
are kept and the filtering thresholds for the limbs are given
by predicting the largest 2D translation of the points of each
limb. For this purpose, the joint configuration is predicted
by an autoregression

x̂t = a1xt−1 + a2xt−2 + a3xt−3, (2)

where the coefficients ai are computed from a training se-
quence. By approximating each limb with a cuboid, the
maximal translation can be efficiently calculated for each
view. Since the projected surface depends on the previous
estimated pose, parts of the correspondences might belong
to the background as demonstrated in Figure 1. Hence, cor-
responding features of the torso or of a limb with the same
location are deleted if the average is above a threshold. An
inaccurate pose can also yield a wrong limb association of
a keypoint when self-occlusions occur. The confidence of a
correspondence is therefore significantly reduced if neigh-
boring pixels of the keypoint belong to two unconnected
limbs. Filtered 2D-2D correspondences are shown in Fig-
ures 4 a) and c).

4. Pose Estimation

For estimating the pose, we seek for the transformation
that minimizes the error of given 3D-2D correspondences
denoted by pairs (Xi, xi) of homogeneous coordinates. A
suitable representation for articulated models are twists θξ̂
that relate to a 3D rigid motion by M = exp(θξ̂) [3]. A
joint j is modeled as zero-pitch screw about a given axis,



i.e., the joint motion depends only on the rotation angle θj .
Hence, a transformation of a point Xi on the limb ki influ-
enced by nki joints is given by

X ′
i = M(θξ̂)M(θιki

(1)) . . . M(θιki
(nki

))Xi, (3)

where the mapping ιki represents the order of the joints in
the kinematic chain.

Since each 2D point xi defines a projection ray that can
be represented as Plücker line Li = (ni, mi) [24], the error
of a pair (Xi, xi) is given by the norm of the perpendicular
vector between the line Li and the point Xi

‖Π(Xi) × ni − mi‖2, (4)

where Π denotes the projection from homogeneous coor-
dinates to non-homogeneous coordinates. Using the Tay-
lor approximation exp(θξ̂) ≈ I + ξ̂ where I denotes the
identity matrix, Equation (3) can be linearized. Hence, the
sought transformation is obtained by solving the linear least
squares problem

1
2

∑
i

∥∥∥∥∥∥Π


I + θξ̂ +

ni∑
j

θιki
(j)ξ̂j


 × ni − mi

∥∥∥∥∥∥
2

2

, (5)

i.e. by solving a system of linear equations.

4.1. Tracking

After the prediction, the final pose is estimated from cor-
respondences that are extracted by patch-based and region-
based matching as outlined in Figure 2. Since the num-
ber of correspondences from the contour varies according
to scale, shape and triangulation of the object, we weight
the summands in Equation (5) such that the influence be-
tween patches and silhouette is independent of the model.

We denote the set of correspondences from the original
images, the synthetic image, and the contour by Co, Cs, and
Cc, respectively. The invariance is obtained by setting the
weights for the equations for Co and Cs in relation to Cc:

wo = α
|Cc|
|Co| , wc = 1, ws = β wo. (6)

While the influence of the image-based patches and the con-
tour is controlled by α independent of the number of cor-
respondences, the weight ws reflects the confidence in the
matched patches between the synthesized and original im-
age that increases with the number of matches |Cs| relative
to |Co|. Since illumination differences between the two im-
ages entail that |Cs| is less than |Co|, β compensates for the
difference, c.f . Figures 4 a) and c). For the experiments, we
set α = 0.2 and β = 10.0.

To avoid that the system of linear equations (5) becomes
under-determined for small and homogeneous body parts,

Figure 5. From left to right. Row 1: a) Most features belong to
the occluding object (frame 44). The bear (target) is moving from
left to right and the kangaroo from right to left. b) Probability of
an occlusion in the shown view for a sequence with 150 frames.
Row 2: c) The occlusion is correctly detected (frame 36). d) After
the occlusion, the probability drops below the threshold 0.15 and
the object is still correctly tracked (frame 52). Row 3: Frame
44. e) Almost all wrong matches are removed. f) Estimate after
removing wrong matches. g) Estimate without occlusion handling.

we add a low weighted regularization term that penalizes
the deviation of a joint angle θj from the predicted pose (2).
Self-intersections are prevented by learning the physical
constraints of the human skeleton from training data similar
to [5] where the probability of a pose ppose is estimated by
a Parzen-Rosenblatt estimator with Gaussian kernels over a
small set of skeleton configurations. Since the dependency
between the joints of the head, the upper and the lower body
is low, the sample size is reduced by splitting ppose up into
three independent probabilities phead

pose , pupper
pose and plower

pose ,
respectively. Indeed, we use only 200 samples of the CMU
motion database [8].

4.2. Occlusion

Since patch-based matching between two successive
frames is prone to occlusions, it requires the removal of cor-
respondences not belonging to the target, see Figure 5 a). In



Figure 6. Occlusions are detected by recognizing changes of the
projected surfaces. From left to right. a) The scene contains two
moving objects captured by two cameras. The target object (blue)
is so far not occluded by the unknown object (red). b) Since the
target is now occluded in the right camera view, the visible area of
the target is much smaller than in the previous frame. The ratio of
the covered areas between the left and the right image plane has
also changed.

our analysis-by-synthesis framework, occluded patches are
detected by comparing the original image with the synthe-
sized image. For this purpose, the patches are mapped into
the CIELab color space that mimics the human perception
of color differences. To calculate the cross-correlation of
color images [21], we represent each pixel with Lab color
values as quaternion by Li + aj + bk. A correspondence is
then labeled as occluded if the difference between the mean
of the patch on the original image P o = {po

1, . . . , p
o
n} and

the patch on the synthesized image P s = {ps
1, . . . , p

s
n} is

large or if the normalized cross correlation

NCC =

∣∣∑n
i=1 p̃o

i p̃
s
i

∣∣√∑n
i=1 p̃o

i p̃
o
i

√∑n
i=1 p̃s

i p̃
s
i

(7)

is below a given threshold, where p̃o
i = po

i − 1
n

∑
k po

k and
p̃o

i denotes the conjugate. An example for eliminating oc-
cluded patches is shown in Figures 5 a) and e).

To make the removal of patches more efficient, it is
only performed when occlusions are detected for a camera
view which is illustrated in Figure 6. When the target be-
comes occluded, the visible area of the projected surface
gets smaller. By observing changes of the covered area for
one view and the ratio between all views, occlusions can be
detected. Since the visible areas of the projections cannot
be measured, we use the number of matches as indicator,
i.e. the difference of the absolute and relative number of
matches between two successive frames for each view v:

∆v,t
abs = |Cv,t

o | − |Cv,t−1
o | (8)

∆v,t
rel =

|Cv,t
o |∑

u |Cu,t
o | −

|Cv,t−1
o |∑

u |Cu,t−1
o | . (9)

While these numbers indicate the beginning of an occlu-
sion, the occluded area is measured by the number of oc-
cluded patches |Cv,t

occ| relative to all matches |Cv,t
o |. Based

on these observations, we propose a recursive model for the
probability of an occlusion at time t:

pv,t
occ =

|Cv,t
occ|

|Cv,t
o | − f(∆v,t

abs)− f(∆v,t
rel)+

2
5
pv,t−1

occ − 1
2
, (10)

where pv,t
occ is truncated to the interval [0, 1] and f(x) = x

if x < −0.2 else zero. The function f ensures that only
significant changes of at least 20% are taken into account.
Using this model, the detection and removal of occluded
patches is only performed when the probability is higher
than 0.15, marked as the dashed line in Figure 5 b).

4.3. Initialization

Unsupervised initialization is important for applications
since an initial pose is typically not given. Since neither a
predicted pose nor a shape prior is available, we estimate
the pose from the textured model assuming that the object
is observable. To this end, some initial views are prelimi-
narily rendered by rotating the textured object with a fixed
joint configuration, e.g. the same as used for the texture ac-
quisition, extract the features, and store them together with
the mean values of the patches P̄ s and the corresponding
pose parameters. For initialization, the extracted keypoints
for the first frame are matched with the database and the
best initial view is selected for estimating the pose. The
obtained correspondences with mean values P̄ f

i and P̄ s
i are

weighted by |P̄ f
i − P̄ s

i |−2 for stabilizing the estimation.

5. Results

For evaluating the performance of our approach, we cap-
tured several scenes with different objects by 3–5 synchro-
nized and calibrated cameras with 25 frames per second and
resolution of 1004 × 1004 pixels. The 3D models were ac-
quired by a 3D scan and the images for the texture acquisi-
tion were taken from a sequence where lighting conditions
and camera positions differed from the test sequences.

Row 1 of Figure 8 shows some results for a sequence
with a stuffed bear tracked using a rigid model. The bear
with non-trivial shape is tossed by a human – the second
moving object – and rotates in the air by more than 180 de-
grees. The scene contains background clutter and is cap-
tured by 3 cameras. The occlusion detection is demon-
strated in Figure 5. The stuffed kangaroo moves from right
to left and occludes the stuffed bear moving from left to
right such that the occluded target and the occluding ob-
ject are moving at the same time. The occlusion between
the frames 36 and 52 is correctly recognized and the pose
is accurately estimated during the entire sequence whereas
the tracking fails without an occlusion handling as shown
in row 3 of Figure 5. For more results with occlusions, we
refer to the supplementary video.



Figure 7. Comparison. Row 1: Estimated y-coordinate of the bear
for the sequence shown in row 1 of Figure 8. The approaches that
rely only on multi-cue integration cannot handle the drift. Row 2:
Frame 298. From left to right: a) Region-based matching with
optical flow [4]. b) Region-based matching with PCA-SIFT. c)
Our approach estimates the pose without drift.

To compare our method with multi-cue approaches that
were proposed for rigid objects, we used the sequence cor-
responding to row 1 of Figure 8 and plotted the estimates
for the y-coordinate in Figure 7. We applied the same level-
set segmentation for all methods to make a fair comparison.
While the approaches that combine region-based matching
with optical flow [4] or patch-based matching cannot pre-
vent an accumulation of estimation errors over time, our
method tracks the stuffed bear accurately over the entire se-
quence. It demonstrates that our framework solves the drift
problem better than approaches that rely only on multi-cue
integration.

The lower part of a human body was tracked using an
articulated model with 18 DoF. As one can observe from the
images with the projected meshes of the estimates in row 2
of Figure 8, the sequence recorded with 4 cameras is very
challenging for a tracker. The movement is fast where the
velocity and the direction change rapidly. In addition, self-
occlusions occur since the legs are frequently crossed. We
also tracked a full human body using an articulated model
with 30 DoF. In rows 3 and 4 of Figure 8, estimates for 2 of
5 views are shown. The sequence with a human walking in
a circle contains several difficulties. Self-occlusions occur
since the arms are close to the body and the segmentation is
hindered by clutter – particularly due to cables and metallic
pipes –, shadows, and the similarity between the dark color
of the sports suit and the background. Some body parts like
the hands are furthermore small and homogeneous yielding

only few correspondences from patch-based matching.
For a quantitative error analysis, we applied our ap-

proach to the HumanEva-II dataset [23] and measured
the absolute 3D tracking error. The available model is not
perfect since it does not contain the clothing of the sub-
ject S4 wearing a white T-shirt and blue jeans. The tex-
ture was acquired from the first frame and the available sil-
houettes were treated as an additional channel for the seg-
mentation. Even though the surface of the object is rather
homogeneous, we achieve accurate estimates as shown in
Figure 9. Since the set-up and movement of the sequence,
namely walking in a circle, is similar to the one used in [1],
we compare the results in Table 1. Our implementation re-
quires 7.6 seconds per image which is faster than the 90
seconds reported in [1].

Our approach RoAM body model [1]
error (mm) 36.16 ± 9.12 > 60

Table 1. Our framework performs significantly better than a sta-
tistical appearance model for human motion capture.

6. Summary

We have presented a model-based tracking framework
for solving the drift-problem for rigid and articulated ob-
jects. An occlusion detection, which evaluates the probabil-
ity of an occlusion, observes significant changes of the vis-
ible area of the projected surface during the sequence and
initiates a recognition of occluded patches by comparing
the original image with a synthesized image, if it is neces-
sary. Since the synthesized image also provides accurate
correspondences, an accumulation of estimation errors is
prevented. By combining the complementary concepts of
region and patch-based matching, both structured and ho-
mogeneous body parts can be tracked. A comparison with
other model-based approaches for rigid objects has revealed
that the proposed method handles the drift problem better.
Our experiments have demonstrated that our framework is
not restricted to a single rigid object but tackles the drift
problem also for multiple moving objects and humans in
challenging scenes containing fast movements, occlusions,
and clutter. Although our framework benefits from objects
with structured surfaces and accurate 3D models, a quan-
titative error analysis for the HumanEva-II dataset has
shown that we still achieve accurate results when these as-
sumptions are not completely satisfied. Indeed, the tracking
error is significantly lower than the one that is obtained by a
statistical appearance model for human motion capture. In
general, our framework does not require stronger assump-
tions than any other model-based approach.

0The research was funded by the Max Planck Center VCC and the Clus-
ter of Excellence on Multimodal Computing and Interaction.



Figure 8. Estimates for three different sequences. Row 1: The bear is tossed and rotates (360 frames). One of three views for frames 60,
115, 180, 235, and 315. Row 2: Complex and fast movements of the legs including many self-occlusions (400 frames). One of four views
for frames 45, 90, 135, 180, 225, 270, 315, and 360. Row 3, 4: Full human body walking in a circle with clutter (205 frames). Two of five
views for frames 35, 70, 105, 140, and 175.
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