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Abstract

This paper studies image alignment, the problem of
learning a shape and appearance model from labeled data
and efficiently fitting the model to a non-rigid object with
large variations. Given a set of images with manually la-
beled landmarks, our model representation consists of a
shape component represented by a Point Distribution Model
and an appearance component represented by a collection
of local features, trained discriminatively as a two-class
classifier using boosting. Images with ground truth land-
marks are the positive training samples while those with
perturbed landmarks are considered as negatives. Enabled
by piece-wise affine warping, corresponding local feature
positions across all training samples form a hypothesis
space for boosting. Image alignment is performed by max-
imizing the boosted classifier score, which is our distance
measure, through iteratively mapping the feature positions
to the image, and computing the gradient direction of the
score with respect to the shape parameter. We apply this
approach to human body alignment from surveillance-type
images. We conduct experiments on the MIT pedestrian
database where the body size is approximately 110 × 46
pixels, and demonstrate our real-time alignment capability.

1. Introduction
This paper presents a novel approach to image align-

ment, a key component for many vision tasks such as object
tracking, mosaicing, registration, etc. Image alignment is
defined as the process of moving and deforming a template
so that its distance to the underlying image is minimized.
This is a well-studied problem, and there are approaches
for tackling it in a variety settings [2, 3, 17, 18].

Approaches to image alignment can be categorized
based on the direction of warping, i.e., whether the template
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Figure 1. Boosted Deformable Model. An landmark-based
eigenspace is used as the shape model, and a set of local features is
discriminatively trained to distinguish correct v.s. incorrect align-
ment. During the fitting, the (x, y) location of each feature is
mapped to the observation space based on the current shape pa-
rameter P. The responses of the local features on the observation
jointly determine the updates for P, until convergence is achieved.

is warped to the image or vice versa. In Active Appearance
Model (AAM) [3, 18], image observations are warped to
the mean shape over which the residual is computed and
this drives the fitting. In contrast, for Active Shape Model
(ASM) [2] fitting is performed by warping the mean shape
and image evidence at the warped landmarks. The latter ap-
proach is more efficient, and object edge information can be
explicitly utilized in the alignment.

In terms of appearance modeling, AAM employs a sim-
ple eigenspace model, whereas ASM learns the local ap-
pearance for each landmark. On the other hand, the re-
cently proposed Boosted Appearance Model (BAM) [14]
learns the local features that have globally optimal discrim-
ination properties. BAM has been shown to have superior
performance than AAM for face alignment. However, BAM
is expensive as it must warp the image to the mean shape.

This paper presents a novel image alignment framework
called Boosted Deformable Model (BDM), summarized
in Figure 1, which combines the advantages of both ap-
proaches. We illustrate the usefulness of BDM in address-
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ing the human body alignment problem. The template rep-
resentation of BDM is computed using a set of images with
manually labeled landmarks. It consists of a shape com-
ponent represented by a Point Distribution Model (PDM)
and an appearance component modeled by a collection of
Histograms of Oriented Gradient (HOG) features. These
HOG features are learnt discriminatively using a two-class
classifier via boosting. We align the HOG feature locations
across all training samples using a piece-wise affine warp-
ing between body shapes, and this forms a hypothesis space
from which boosting chooses features. Unlike ASM where
local measures are used, BDM uses global measures such as
discriminative body alignment to select the features. Body
alignment is performed by maximizing the boosted classi-
fier score, our distance measure, through iteratively warping
the HOG locations to the image, and computing the gradi-
ent of the score with respect to the shape parameter. Since
BDM warps landmarks, as opposed to the entire image in
BAM, the landmarks can be evaluated using the original im-
age data at the warped locations. We have applied BDM to
the MIT pedestrian database [21], with excellent results.

The proposed approach has three main contributions:
�Our appearance model consists of a set of local features

trained discriminatively by collecting samples from origi-
nal unwarped image observations. Discriminative learning
enables us to fully take advantage of the labeled data and
model the alignment process as moving from any negative
shape toward the positive shape for a particular image. Us-
ing unwarped image samples allows learning to use both
interior object appearance and boundary information.
� Our fitting algorithm deforms/warps the spatial distri-

bution of learnt local features, such that the classification
score, i.e., the total response of the warped features on the
given image, is maximized. It has the advantage that the
collection of all features jointly determines the updating of
the shape parameter. Finally, fitting is efficient because no
image warping is involved in the optimization.
� In terms of applications, we focus on efficient body

alignment from surveillance-type low resolution images.
This is distinct from most prior work on human modeling,
where the usual goal has been to recover complex body ar-
ticulation from high resolution images with less concern on
efficiency.

Body alignment is the fundamental basis for many high-
level vision tasks, but at the same time it is an extremely
difficult problem due to highly deformable body configura-
tions and dramatic variations in body appearance. There is a
rich line of work in articulated pose estimation [9,11,19,23–
25,28] with three common characteristics. First, the human
subjects of interests, such as sports players, often express a
wide variety of poses. Second, they normally perform on
relatively high resolution images. Third, they are usually
far from being efficient for real-time applications. This pa-

(a) (b)

Figure 2. Shape model and warping. (a) The mean shape and top
7 shape bases of the PDM; (b) Given a pixel coordinate (x0, y0)
in the mean shape s0, W(x0, y0;p) indicates the corresponding
pixel in the image observation.

per takes a different route of research. To be specific, we
are interested in standing/walking individuals with mostly
front and back views in the context of surveillance imagery.
This implies that targets will have a reasonable amount of
pose variation, whereas the image resolution is relatively
low and real-time execution is often required. This makes
our problem challenging and very unique.

2. Shape and Appearance Model Learning
An image alignment algorithm is composed of a mod-

eling component and a fitting component. In this section,
we introduce the modeling component of the BDM, which
consists of models for shape (set of landmarks or PDM) and
appearance (collection of HOG features).

2.1. Shape Model Learning

We use a PDM consisting of several landmarks to rep-
resent the shape of the body [2]. Given a database, each
image is manually labeled with a set of 2D landmarks,
{xi, yi}i=1,··· ,v . The collection of landmarks of one image
forms a shape observation, s = [x1, y1, x2, y2, ..., xv, yv]T .
Eigenanalysis is then applied to an entire set of observa-
tions to learn the PDM. Then a particular shape instance is
represented as,

s(p) = s0 +
n∑

i=1

pisi, (1)

where s0 is the mean shape, si is the ith shape basis, and
p = [p1, p2, ..., pn]T is the shape parameter. Figure 2(a)
shows an example of PDM. By design, the first four shape
bases represent global translation and rotation. As shown in
Figure 2(b), a warping function from the mean shape coor-
dinate system to the coordinates in the image observation is
defined as a piece-wise affine warp:

W(x0, y0; p) = [1 x0 y0]a(p), (2)

where (x0, y0) is a pixel coordinate within the mean shape
domain, a(p) = [a1(p) a2(p)] is a unique 3 × 2 affine
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Figure 3. Training data and the hypothesis space. Each image
has one positive shape (p0

i ) and a number of negative shapes (pji ).
The pixel set in the mean shape domain defines the hypothesis
space, where each HOG feature can find its corresponding loca-
tions in two shape classes via the piece-wise affine warp. Boosting
selects a local feature set that best distinguishes two shape classes.

transformation matrix that relates each triangle pair in s0

and s(p). Given a shape parameter p, a(p) needs to be
computed for each triangle. However, since the knowledge
of which triangle each pixel (x0, y0) belongs to is known
a priori, the warp can be efficiently performed via a table
lookup (see [18] for detailed description).

2.2. Appearance Model Learning

Given an image region, I, we want to define a function
F (I; p) as our appearance model, which takes the image
region and a shape parameter as input, and outputs a score.
In our case we use how a shape instance represents shape
of the underlying human body to determine the appearance
model. Specifically, if the shape instance s(p) is the ground
truth shape of the image region I, where we denote p to be a
positive shape, F (I; p) returns a positive score. Otherwise,
p denotes a negative shape and F (I; p) is negative. In other
words, F (I; p) indicates whether or not p represents a true
shape parameter for the underlying image region.

With this formulation, the appearance model is actually
a two-class classifier. An important aspect of training a
classifier is the choice of features. One could use holistic
or local features. Holistic features such as eigenfaces [26],
have been commonly used in face recognition. On the other
hand, local features such as Haar [20,27], HOG [4,12], and
SIFT [16] are popular for representing objects with large
variations. Since the human body is highly deformable in
both appearance and shape, we adopt a local feature rep-
resentation. In particular, we use a linear combination of
several local features to define the appearance model:

F (I; p) =
M∑

m=1

fm(I; p) (3)

where fm(I; p) is a function operating on one local feature
of I.

Given this formulation of the appearance model, we can
use machine learning tools such as boosting. Boosting
refers to a simple yet effective method of learning an ac-
curate prediction function by combining a set of weak clas-
sifiers [6]. Note that fm(I; p) in Equation 3 can be viewed
as a weak classifier operating on I. To realize a boosting
framework, we need to specify three key elements: hypoth-
esis space construction, weak classifier design, and learning
procedure. These are described in the following sections.

2.2.1 Hypothesis space construction

Hypothesis space denotes the set of potential features from
which the final features are chosen. We need to define
how the positive and negative training samples are obtained.
Note that the goal of discriminative modeling is to learn
the appearance difference between the positive and negative
samples. For a human body image Ii, the ground truth shape
parameter p0

i corresponding to the manual labels is its posi-
tive shape. The negative shapes pj

i are obtained by perturb-
ing p0

i in the shape space. Then the training samples can be
obtained in two ways. The first approach is to warp the im-
age Ii to the mean shape using positive and negative shape
parameters, and use the warped images Ii(W(x0, y0; p0

i ))
and Ii(W(x0, y0; pj

i )) as the positive and negative training
samples, respectively. This is how BAM is learned [14].
It has one drawback that only the appearance information
within the boundary is utilized since no background con-
tent is warped. However, the human body has much larger
appearance variability than faces. Furthermore, edge infor-
mation has been shown to be more useful than interior tex-
ture for human body representation [4]. Therefore, instead
of warping images to the mean shape, we overlay the posi-
tive and negative shapes on the image region, and the local
features are directly evaluated on the image data.

For BAM, the hypothesis space can be easily constructed
by going through every pixel in the mean shape domain,
since all training samples are defined in that domain. In
contrast, for BDM feature correspondence needs to be built
across all training samples, which is achieved by the warp-
ing function defined in Equation 2. For each pixel (x0

k, y
0
k)

in the mean shape, we compute its corresponding pixels in
all training samples based on their associated shape param-
eters. Hence, one feature in the hypothesis space can be
represented as:

F(x0
k, y

0
k, w, h) = {W(x0

k, y
0
k; pj

i )}i=1,··· ,K, j=0,··· ,J ,
(4)

where (w, h) is the size of the local feature,K is the number
of training images, and J is the number of perturbations per
image. This feature vector lists the feature locations of K
positive training samples and K × J negative samples. The



Figure 4. Weak classifier. (a) The parametrization of a block; (b)
The gradient map; (c) The HOG of a block; (d) The HOG features
of two classes and the LDA projection.

number of features in F is the multiplication of the num-
ber of pixels in the mean shape and the number of different
(w, h) combinations (see Figure 3).

2.2.2 Weak classifier design

We adopt the HOG feature [4, 12] in our weak classifier
design for the following reasons: (a) the gradient computa-
tion captures the edge information around body silhouettes;
(b) the cell array structure makes HOG location sensitive,
which is necessary for alignment; and (c) the histogram fea-
ture obtained through binning allows HOG to be rotation ro-
bust within certain angles, which suits well our application
domain where the body configuration is constrained.

Using a block with 2 × 2 cells, HOG can be parameter-
ized by (x, y, w, h), where (x, y) is the center of the block
and (w, h) is the size of a cell (see Figure 4). For each cell,
the b-bin histogram of the gradient magnitude at different
orientations is computed. The histograms of all cells are
concatenated to form a 4b-dimensional HOG feature vector,
which is then normalized to be a unit vector. When a multi-
dimensional feature vector is used in the weak classifier, the
conventional method of computing the threshold in the deci-
sion stump classifier cannot be directly applied. We employ
the idea of boosted histograms proposed by Laptev [10].
Weighted Linear Discriminative Analysis (LDA) is applied
to the HOG features of positive and negative samples, and
results in the optimal projection direction β. Thus, HOG
can be converted to a 1-D feature by computing its inner
product with β.

In summary, we use the following weak classifier:

f(I; p) =
2
π

tan−1(βT h(I;x, y, w, h)− t), (5)

where h is the HOG feature of image I evaluated at
(x, y, w, h) and t is a threshold. Since (x, y, w, h) is one
feature drawn from the hypothesis space, we have (x, y) =
W(x0, y0; p), and

f(I; p) =
2
π

tan−1(βT h(I; W(x0, y0; p), w, h)− t). (6)

Similar to [14, 15], we use the tan−1() function, instead of
the commonly used decision stump, because of its differen-
tiability with respect to the shape parameter p.

Algorithm 1: The GentleBoost algorithm.

Input: Training data and their class labels {xi, yi}i=1,··· ,K
Output: A strong classifier F (x)
Initialize weights wi = 1/K, and F (x) = 0
for m = 1, 2, ...,M do

(a) Fit fm(x) by weighted least-squares of yi to xi:

fm(x) = argmin
f∈F

ε(f) =
K∑
i=1

wi(yi − f(xi))
2

(b) Update F (x) = F (x) + fm(x)
(c) Update the weights by wi = wie

−yifm(xi)

(d) Normalize the weights such that
∑K
i=1 wi = 1

return F (x) =
∑M
m=1 fm(x)

(a) (b) (c)

Figure 5. Feature selection results. The top 20 (a), 50 (b) HOG
features and the density map of the top 200 features (c). The rank
of the features is illustrated by the redness and thickness of lines.

2.2.3 Learning procedure

We employ the GentleBoost algorithm [7] (Algorithm 1)
due to its superior performance over other boosting vari-
ants in object detection applications [13]. The boosting-
based learning algorithm proceeds with the following itera-
tive steps: 1) select features by evaluating the classification
error of each feature in the hypothesis space and 2) update
weights of training samples so that the later learning stages
focus on the challenging samples.

Given a feature (x0
k, y

0
k, w, h) from the hypothesis space,

HOG can be evaluated for each training sample efficiently
by accessing its integral histograms [22] using the feature
locations in Equation 4. Weighted LDA is then applied to
compute β, and finally t is obtained through binary search
along the span of LDA projections of all training samples,
such that the weighted least square error is minimal. Due
to the large hypothesis space, Step (a) in Algorithm 1 is the
most computationally intensive step in the learning process.

The learning process results in a number of weak clas-
sifiers, each represented by 5 + 4b parameters cm =
(x0

m, y
0
m, wm, hm, βm, tm). We consider the set of weak

classifiers {cm}m=1,··· ,M as our appearance model repre-
sentation. Together with PDM, they form the Boosted De-
formable Models (BDM). Figure 5 shows the feature set
trained from a body dataset with 100 images. The density
map clearly shows that most features are indeed selected
from the body boundary, rather than the inner body.



3. Model Fitting
3.1. Problem Definition

Given an image region I and the learned BDM, we obtain
the formal problem we are trying to solve: find the shape
parameters p to maximize the score of the strong classifier

max
p

M∑
m=1

fm(I,p). (7)

In the context of body alignment, solving this problem
means that given the initial shape parameters p(0), we look
for the new shape parameter that leads to the maximal score
from the strong classifier. Because coordinate warping is
involved in the objective function, this is a nonlinear op-
timization problem. We choose to use the gradient ascent
method to solve this problem iteratively. Notice that the key
idea of the above problem definition, i.e., alignment through
maximizing a two-class classifier score, is the same as the
work of [1, 14].

3.2. Algorithm Derivation

Combining Equation 6 and Equation 7, the function to
be maximized becomes

F (I; p) =
M∑

m=1

2
π

tan−1(βT
mh(I; W(x0

m, y
0
m; p), wm, hm)−tm).

(8)
Taking the derivative with respect to p gives

dF

dp
=

2
π

M∑
m=1

∂h
∂p

T
βm

1 + (βT
mh− tm)2

, (9)

Since the HOG feature position depends on p, we have

∂h
∂p

=
∂h
∂xm

∂xm

∂p
+

∂h
∂ym

∂ym

∂p
. (10)

As an example, we show how to compute the derivative
of the HOG feature vector with respect to one of the cell
location parameters xm, i.e., ∂h

∂xm
. The other partial deriva-

tive, ∂h
∂ym

, can be computed similarly. The 4b-dimensional
HOG feature h = [h1, h2, · · · , h4b]T for an image I is com-
puted from b integral images of the magnitude of the gradi-
ent at each orientation {Ī1, Ī2, · · · , Īb}. For example the
first b-bin of h is computed via

hj = Īj(xm − w, ym − h) + Īj(xm, ym)
−Īj(xm − w, ym)− Īj(xm, ym − h),

(11)

where j ∈ [1, b]. Hence, the derivative of h with respect to
xm can be computed by

∂hj

∂xm
= ∂Īj

∂x |(xm−w,ym−h) + ∂Īj

∂x |(xm,ym)

−∂Īj

∂x |(xm−w,ym) −
∂Īj

∂x |(xm,ym−h),
(12)

Algorithm 2: The BDM-based model fitting algorithm.

Input: BDM {si, cm}i=0,··· ,n, m=1,··· ,M , input image I, initial
shape parameter p, and pre-computed Jacobian [ ∂xm

∂p
∂ym
∂p

]

Output: Shape parameter p
Compute the b-bin integral histogram of image I
repeat

1. Compute the warped HOG locations on I by Equation 2
2. Compute the HOG features: em = βTmh− tm
3. Compute ∂h

∂xm
and ∂h

∂ym
by Equation 12

4. Compute ∂h
∂p

by Equation 10

5. Compute4p using4p = λ 2
π

∑M
m=1

∂h
∂p

T
βm

1+e2m
6. Update p = p +4p

until ||
∑n
i=14pisi|| ≤ τ .

where ∂Īj

∂x |(xm,ym) is the partial derivative of Īj with re-
spect to the horizontal axes x and evaluated at (xm, ym). It
can be easily computed via discrete differentiation such as
∂Īj

∂x |(xm,ym) = 1
2 [̄Ij(xm + 1, ym) − Īj(xm − 1, ym)]. The

derivative of the remaining 3b elements of h with respect
to xm can be computed in a similar fashion. Note that [15]
uses the same approach to compute ∂h

∂xm
for the purpose of

online updating the boosted weak classifiers.
Based on Equation 2 and the chain rule,

[∂xm

∂p
∂ym

∂p ] = [∂W
∂a1

∂a1
∂p

∂W
∂a2

∂a2
∂p ]

=
[
[1 x0

m y0
m]∂a1

∂p [1 x0
m y0

m]∂a2
∂p

]
.

(13)

Since the affine parameter a is a linear function of p, ∂a1
∂p

and ∂a2
∂p are independent of p. Thus [∂xm

∂p
∂ym

∂p ] does not
depend on p. In other words, it can be pre-computed and
does not need updating in each alignment iteration.

The derivative dF
dp indicates the direction to modify p

such that the classification score increases. Thus, in the
alignment iteration, the shape parameter p is updated via

p = p + λ
dF

dp
, (14)

where λ is the step size, until the change of the body land-
mark locations is less than a certain threshold τ . The com-
plete model fitting algorithm is summarized in Algorithm 2.

We summarize the computation cost for each step dur-
ing one iteration in Table 1. It is worth noting that the to-
tal cost per iteration, O(b2nM), depends only linearly on
the number of shape bases and weak classifiers. Further-
more, unlike the cost of BAM [14], O(n(N + M)), BDM
does not depend on the image size N , which makes our
model fitting faster and suitable for dealing with large im-
ages. This advantage directly benefits from the fact that we
only deform/warp the feature locations, rather than the im-
age itself. Note that the b2 term in our cost is solely due
to the particular HOG features used in this work. If we use
the Haar feature in BDM-based fitting, as the BAM does



Table 1. The computation cost of each step in one alignment iter-
ation. n is the number of shape bases, b is the number of bins in
HOG, and M is the number of weak classifiers. The total cost is
O(b2nM).

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6
O(M) O(b2M) O(bM) O(bnM) O(b2nM) O(n)

in [14], the total cost per iteration will be O(nM), which is
significantly smaller than O(n(N +M)).

3.3. Discussion and Comparison

In this section we compare the BDM to some of the con-
ventional models that are applied to image alignment.

Active Shape Model (ASM) [2]: In terms of model
learning, both ASM and BDM treat the ensemble of local
features as the appearance model. For ASM, only the lo-
cal appearance information centered at each landmark is
learned, which limits the potential of using other object
parts for the alignment. In contrast, BDM learns an opti-
mal feature set without being constrained by the landmark
positions. As shown in Figure 5(a), the top features learnt
in BDM need not be centered at any pre-defined landmark
location. In terms of model fitting, both models deform the
PDM onto the image observation and maximize the feature
responses. The difference is that ASM updates each land-
mark position sequentially based on its own appearance fea-
ture, whereas BDM uses all local features jointly to update
the shape parameters and modifies all landmarks positions
simultaneously. This results in a computational advantage
of BDM over ASM during the fitting, especially when the
shape model has a large number of landmarks.

Active Appearance Model (AAM) [3, 18]: Both AAM
and BDM use the same shape model, but different appear-
ance models. AAM uses a generative eigenspace repre-
sentation that models the global intensity variation of the
shape-normalized images. In contrast, BDM uses a set of
local features discriminatively learnt from the images with
positive and negative shapes. Since only the feature lo-
cations and parameters are saved, BDM is more storage-
efficient than AAM. In terms of model fitting, AAM mini-
mizes the MSE between the warped image and the appear-
ance model instance by estimating both the shape and ap-
pearance parameters, while BDM maximizes the classifica-
tion score by estimating the shape parameters only. Hence,
BDM has considerably less parameters to be estimated,
which implies a more reliable fitting optimization process.
Also due to the use of local features, BDM is inherently
more robust to partial occlusion compared to AAM, which
models global appearance variations.

Boosted Appearance Model (BAM) [14]: Both BAM
and BDM are discriminative image alignment methods
where a set of local features are learned from positive and
negative samples. The major difference is how the training

Figure 6. Dataset examples with manual labels. This dataset
is challenging due to the low resolution (average body size is
110×46 pixels), cluttered background, and the presence of various
accessories such as bags, bikes, etc. It has been used in pedestrian
detection applications [21].

samples are defined. BAM uses shape-normalized images
warped from two shape classes, whereas BDM uses im-
age observations directly with two shape classes, as train-
ing samples. Hence, BDM uses a different model fitting
algorithm, giving it two advantages. First, it utilizes both
interior and exterior appearance around object of interests,
while BAM uses interior appearance only. For objects with
large appearance variation such as the human body, edge
information is shown to be more useful than the interior
appearance for detection [4]. Second, it is more compu-
tationally efficient. BAM needs to perform image warping
at every iteration of the fitting process, whereas BDM only
deforms the feature locations. Since the number of features
is typically much less than that of the pixels in the mean
shape, BDM is more efficient.

4. Experiments

4.1. Database and Evaluation Methodology

For testing we use a subset of 204 images from the
MIT pedestrian set [21], because it closely resembles
surveillance-type data (Figure 6). We manually label 29
landmarks for each image. We partition all images into two
sets. Set 1 consists of 100 images and is used for training.
The remaining 104 images forms Set 2. Both sets are used
for testing.

Similar to the methodology used in face alignment [18],
we perform the alignment on each image with different ini-
tialization and statistically evaluate the results. The initial
landmarks are generated by randomly perturbing the man-
ual landmarks by a Gaussian distribution whose variances
are a multiple of the eigenvalues of shape bases. If the Root
Mean Square Error (RMSE) between the aligned landmarks
and the ground truth is less than 2.0 pixels, the alignment is
deemed to have converged. To evaluate the robustness and
accuracy of the alignment, we use the Average Frequency
of Convergence (AFC), which is the percentage of the trials
where the alignment converges, and the Histogram of the
resultant RMSE (HRMSE) for the converged trials.

Finally, we compare the BDM with the method proposed
in [5] where a decomposable triangulated graph is fitted to
underlying image data in an energy minimization approach



Figure 7. Classification score surfaces. For 8 body images (one
per column), the score surface is generated while perturbing the
shape parameter along pairs of shape bases (from top to bottom
1st & 2nd, 3rd & 4th, 5th & 6th shape basis respectively). The
nice surface property helps the gradient-based fitting procedure.

2 4 6 8 10 12
0

1

2

3

4

Ite ra tio n

R
M

S
E

2 4 6 8 1 0 1 2

-5

0

5

Ite ra tio n

C
la

s
s

if
ic

a
ti

o
n

 s
c

o
re

(a)

(b) (c)

Figure 8. An example of alignment process. (a) Estimated land-
marks at iteration 1, 2, 3, 4, 8 ,12 and the top 5 most contributing
HOG features; (b) Decreasing RMSE during the alignment itera-
tion; (c) Increasing classification score during the alignment.

using dynamic programming. The energy functional that is
used consists of a data term that pulls the model towards
salient edges, and a shape term that penalizes deformations
from the underlying model using a piece-wise affine map.
The candidate locations where vertices of the model could
be placed using the DP algorithm are restricted to sampled
Canny edge points to achieve reasonable run times. Both
BRM and DP are tested using the same initializations.

4.2. Experimental Results

BDM is trained using images in Set 1. The set of 100
samples produces a PDM with 31 shape bases. For the ap-
pearance model, 100 positive and 2700 negative samples
are used for boosting, since 27 negative shapes are synthe-
sized for each image. The resulting strong classifier has 200
weak classifiers, as shown in Figure 5. We evaluate how the
surface of classification score behaves under different per-
turbations of the ground truth shape parameter. In Figure 7,
each column is the plot of the classification score of one
image when its shape parameter is perturbed along a pair of
shape bases while keeping the other bases fixed. The range
of the perturbation equals 1.6 times the eigenvalues of two
bases. Note that most surfaces are well-behaved and gradi-
ent ascent will find the optimum.

The intermediate steps in body alignment are shown in
Figure 8. Starting with the initial landmarks shown in the
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Figure 9. Alignment results of BDM on Set 1 and 2. (a) Average
frequency of convergence with different amount of perturbation;
(b) HRMSE for the trials where the alignment converges.
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Figure 10. Comparison between BDM and DP. (a) HRMSE of
all trials on Set 2 using BDM and DP when the perturbation sigma
is 1; (b) Example fitting results of the DP algorithm.

left-most image of Figure 8(a), the alignment iteratively up-
dates the landmarks, to reduce RMSE with respect to the
ground truth and increase the classification score. The top 5
HOG features that contribute most to the current computa-
tion of4p are shown. Note that in each iteration, different
HOG features are chosen based on how the current shape
deviates from the ground truth.

We now perform large-scale experiments using BDM to
study the robustness of the fitting using images in Set 1 and
Set 2. The results are shown in Figure 9. The horizontal
axis determines the amount of the perturbation of the ini-
tial landmarks. For a sigma value, we randomly generate
10 different initializations for each image. Hence there are
1000 trial for Set 1 and 1040 for Set 2. See Figure 9(a) for
frequency of convergence. For the trials where the align-
ment converges, we plot the histogram of their respective
converged RMSE in Figure 9(b). The step size λ is man-
ually set to be the same constant for all experiments. Sev-
eral observation can be made. First, as the perturbation gets
larger, the alignment becomes more difficult. Second, there
is only a marginal drop in performance when tested on Set
2, the unseen dataset. This shows the generalization capa-
bilities of BDM. Some of the alignment results from both
sets are shown in Figure 11. For these relatively low res-
olution images, the BDM algorithm does a good job in re-
covering the true body configuration, even in the presence
of a bag or a bike. Finally, Figure 10 shows that on average
BDM has lower RMSE than the DP method for the Set 2
experiment. Note that since the search-space of the DP al-
gorithm is limited to sampled Canny edge points, the fitting
accuracy is limited by the edge localization errors on these
low-resolution images. The average running time of the DP
algorithm is about 6 seconds in a C++ implementation.

In terms of computational efficiency, BDM-based fitting



Figure 11. Exemplar fitting result. The initialization is shown in green lines. The fitted result is in red lines.

normally terminates in around 10 iterations. The average
time for fitting one image is 0.20 seconds, which is based on
a MatlabTM implementation running on a conventional 2.13
GHz PentiumTM4 laptop. It is anticipated that our algorithm
will run closer to real-time with a C++ implementation.

5. Conclusions
A novel image alignment framework is presented in this

paper. Our appearance template is trained discriminatively
using a set of local image features whose locations are in-
dicated by two classes of shapes. During the fitting pro-
cess, we deform the geometric distribution of local features
by updating the shape parameter, such that the classifica-
tion score of the warped features on the image observation
is maximized. We apply this approach to the human body
alignment problem in surveillance-type images, and obtain
good results in comparison with prior work.

The successful application of our method to practical
non-rigid object alignment problems requires two future
steps. The first is a better choice of feature representation.
In our framework, location sensitivity and rotation robust-
ness are the two criteria of good features. In the case of
human bodies, we can incorporate the orientation of body
parts as the shifting factor of bins in HOG, which will im-
prove its rotation robustness. The second is the modeling
of the shape prior. Eigenspace is certainly a very primitive
shape representation. More sophisticated shape modeling
such as [8] will help both the learning and the fitting since
only plausible shape instances are drawn from the model.
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