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Abstract

In this paper, augmented reality techniques are used in
order to create a Virtual Mirror for the real-time visual-
ization of customized sports shoes. Similar to looking into
a mirror when trying on new shoes in a shop, we create
the same impression but for virtual shoes that the customer
can design individually. For that purpose, we replace the
real mirror by a large display that shows the mirrored in-
put of a camera capturing the legs and shoes of a person.
3-D Tracking of both feet and exchanging the real shoes
by computer graphics models gives the impression of ac-
tually wearing the virtual shoes. The 3-D motion tracker
presented in this paper, exploits mainly silhouette informa-
tion to achieve robust estimates for both shoes from a single
camera view. The use of a hierarchical approach in an im-
age pyramid enables real-time estimation at frame rates of
more than 30 frames per second.

1. Introduction
The Virtual Mirror presented in this paper is a system

for the visualization of customized shoes that a person can
try on virtually and watch their appearance after having de-
signed them individually at a terminal. This is achieved
by using augmented reality techniques which combine real
video with virtual objects represented by 3-D computer
graphics models. The use of a mirror environment enables
the augmentation of the user with artificial objects without
the user being forced to wear special glasses. This is of-
ten exploited in the presentation of apparels [14, 17, 7, 16]
but also shoes [15]. Other approaches also use such Virtual
Mirror techniques for applications like visual effects (face
distortions) [6], mobile electronic mirrors [11], or for image
communication purposes [5].

Our system as shown in Fig. 1 has been created for adi-
das and runs in two stores, one at the Champs Elysées, Paris,
the other in Lille, France. At their innovation center, a cus-
tomer cannot chose only shoes from the shelf but design
personalized models. Besides particular fitting to the left

Figure 1. Virtual Mirror presented at the IFA 2007 exhibition.

and right foot, the client can change the design and colors
of a shoe model at a special terminal and add individual em-
broideries and decorations. In order to give the customer an
impression how the shoes will finally look like after being
manufactured, the user can step in front of the Virtual Mir-
ror and watch him/herself wearing the new shoes.

A camera captures the customer wearing regular shoes.
In order to achieve the desired mirror effect, the display out-
puts the horizontally flipped camera image. The display is
mounted such that the shoes/legs appear at the same posi-
tion, where the user would expect to see them when looking
into a real mirror. In order to enhance the virtual feeling of
the framework, the background is segmented and replaced
by a synthetic environment. A novel 3-D motion tracker
estimates the position and orientation for each foot using
a model-based approach that is very robust and can eas-
ily be adapted to new shoe models. In contrast to many
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existing approaches, no markers are required on the shoes.
Once the exact feet positions and orientation in 3-D space
are known, the computer graphics models, that have been
configured and colored according to the customer’s wishes,
are rendered and integrated into the video stream such that
the real shoes are replaced by the virtual ones. Special care
has to be taken for this augmentation, since the real scene in
the 2-D video should occlude parts of the virtual 3-D shoe
models. Therefore, visibility for all parts of the shoe has
to be computed for a given position. Since all algorithms
have been implemented with real-time constraints, the cus-
tomer can move freely and watch himself/herself with the
new shoes that have been designed just some moments ear-
lier.

2. System Description

Figure 2. Architecture of the Virtual Mirror.

The system mainly consists of a single camera and a dis-
play showing the output of the Virtual Mirror. The camera is
mounted close to the display and looks down, capturing the
feet of a person standing in front of the system. The legs of
the user are segmented from the background and displayed
on the screen after mirroring the video signal horizontally.
The placement of the display and the viewing direction of
the camera are chosen such that an average sized person
sees about the same as he/she would expect when looking
in a real mirror located at the same position as the display.
In order to simplify the segmentation in a real environment
with changing illumination and arbitrary colors of clothes,
the floor in front of the camera is painted in green to allow
the use of chroma keying techniques. Moreover, an addi-
tional light below the camera reduces the effect of shadows,
since the illumination in the store is mainly from the top.

All image processing algorithms, tracking, rendering and
augmentation run on a single PC. It also hosts a web server
that allows the control of the Virtual Mirror and interfac-
ing with the adidas configuration and database system. In

the algorithmic flow of the Virtual Mirror, several different
components have been developed like

• 2-D image pre-processing and segmentation

• gradient-based 3-D tracking

• shoe size estimation

• rendering and augmentation.

These components are described in the following sections.

3. Image Processing
The calibrated camera [8] of the Virtual Mirror continu-

ously captures the space in front of the system and transfers
the images with a resolution of 1024 by 768 pixels to the im-
age processing components. All automatic camera control
is replaced by own algorithms to avoid unexpected behavior
after changes in the lighting of the scene. In order to avoid
interference with artificial illumination, the shutter time is
synchronized with the flickering of the lights. The camera
gain is computed based on the desired mean brightness to
adjust for changing illumination each time when nobody is
within the range of the camera.

This idle state is determined by a change detector, that
exploits information about the spatio-temporal variations in
the video signal. After the camera gain has been adjusted to
the current lighting situation, a background image is com-
puted by averaging 10 consecutive video frames. This back-
ground image is used for the segmentation of the mainly
green background from the shoes and the legs.

Figure 3. Background segmentation in an image pyramid.

In order to fulfill the real-time constraint, all image pro-
cessing is applied in an image pyramid as illustrated in
Fig. 3. The original image is filtered and down-sampled
four times by a factor of two, until a final resolution of 64
by 48 pixels is reached. The segmentation algorithm starts
on this lowest level by comparing all pixel colors with the
corresponding ones in the background image. In the deci-
sion, whether the pixel belongs to the fore- or background,



a 3-D RGB lookup table is used having 643 elements. This
color cube is filled adaptively with the green background
pixels. In order to handle also shadows and reflections
on the floor, the resulting shape of background pixels in
the RGB color cube is extended by cylinder- and cone-like
models. After the pixels have been classified, small holes
are filled and small regions are removed until only the two
legs with the shoes remain. This segmentation mask is now
propagated to levels of higher resolution, where only pix-
els are segmented (as described above) that originate from
boundary pixels in the lower level. This process is repeated
until the final resolution is reached, resulting in segmenta-
tion masks for each pyramid level.

In order to determine if a person has entered the Vir-
tualMirror, the fractions of pixels belonging to the fore-
ground are determined along each line and column. From
the vertical and horizontal distribution, different objects are
detected. If both shoes are completely visible and do not oc-
clude each other, the tracking is started. In order to restrict
the search range of the tracker in the first frame, a rough
guess of both shoe poses and locations are computed from
the segmented shape by assuming that the feet are placed on
the ground.

4. 3-D Tracking

In order to achieve robust 3-D tracking under difficult
lighting conditions, we exploit mainly silhouette informa-
tion, which is also used in body tracking [12, 3, 1, 4, 2] and
gait analysis [18]. Sport shoes often have reflective mate-
rials with highly view dependent appearance, whereas ele-
gant shoes might not show any texture at all. Both cases
are difficult to describe by texture based tracking while the
silhouette still provides enough information for tracking.

Our 3-D tracker estimates the two rigid body motion pa-
rameter sets (two times Rx, Ry , Rz , tx, ty , tz) correspond-
ing to the shoes from a single camera. In total, 12 parame-
ters are estimated using an analysis-by-synthesis technique
similar to the face tracker described in [10, 9]. Instead of
tracking a set of distinct feature points, the entire image
is exploited for robust motion estimation. 3-D computer
graphics models specifying the shape of the shoes are ren-
dered into a synthetic image approximating the camera
frame. By reading out the z-buffer of the graphics card, in-
formation about the shoes’ silhouettes and their dense depth
information is obtained. The silhouette mask of the synthe-
sized frame is now matched with the segmentation mask
from the foreground segmentation. All motion parameters
are optimized such that there is a perfect fit of real and syn-
thetic silhouettes. However, if the shoes show sufficient tex-
ture, color information can be exploited in the analysis-by-
synthesis loop exactly in the same way by additionally pro-
viding texture information to the computer graphics models.

4.1. Gradient-based 3-D Motion Estimation

The tracking process can be thought as finding
the 3-D parameter set that optimally matches the
2-D silhouettes (and/or color information). However,
a complete search in the 6- respectively 12-dimensional
space would be very inefficient. Therefore, the parameters
are directly computed using a gradient-based technique.
For that purpose, the binary silhouette masks of synthetic
and camera frames are first filtered using a separable 7
tap moving average filter. This operation transforms the
binary object borders into linear ramps with constant
gradient values. The closer a pixel is to the object, the
higher the pixel values. By comparing different intensity
values, information about mismatch of boundaries can be
computed using the optical flow constraint equation [13]

∂I(X, Y )
∂X

dx +
∂I(X,Y )

∂Y
dy = I(X, Y )− I ′(X, Y ), (1)

where ∂I
∂X and ∂I

∂Y are the spatial derivatives at pixel posi-
tion [X Y ]. I ′ − I denotes the intensity change between
the filtered original and synthetic silhouette image. The
2-D displacement vector can be related with the unknown
motion parameters
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using information about the rigid body motion model and
the knowledge about the camera parameters given by per-
spective projection
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Here, fx and fy denote the scaled focal lengths that account
for different pixel geometries while X and Y being the pixel
indices centered around the optical axis. If the rotation of
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Combination of (1) with (4) provides one additional equa-
tion for each pixel close to the object border. An over-
determined linear set of equations is obtained that can be



solved efficiently in a least-squares sense. Remaining errors
in the motion parameter set caused by linearizations are re-
solved by applying the algorithm iteratively. Currently, four
steps are used to converge to the desired resolution.

4.2. Pixel-based Determination of Object Properties

The algorithm for 3-D motion estimation requires
knowledge about the object distance z to the camera for
each pixel containing the computer graphics model. More-
over, in the scene there are two shoe models which might
occlude each other or are occluded by additional objects
like the trousers. Therefore, we need a way to determine
whether a pixel belongs to the left or right foot, its distance
to the camera, and if it is a candidate for occlusions by the
trousers. All these issues can be solved efficiently by the
graphics hardware. For this purpose, we render the shoe
models with the current resolution used for estimation in
the back buffer of the window. Reading out the z-buffer of
the graphics card and converting these values to metric dis-
tances, results in a pixel-wise depth map. By coloring the
triangles differently as illustrated in Fig. 4 for the left and
right shoe model and the top area that might be occluded by
the trousers, we can assign the pixel to one set of equations
for left and right shoe motion estimation. Moreover, we can
detect possible regions for outliers in the silhouette due to
occluding objects.

Figure 4. Color coding of different shoe parts for pixel classifica-
tion.

5. Shoe Size Estimation
The Virtual Mirror should work for all different kind of

shoe sizes ranging from small children’s feet to extremely
large models. However, different shoe sizes cannot be cre-
ated by simple uniform scaling in all three dimensions, but
length, width, and height vary differently when changing
overall sizes. Fortunately, we can model these changes lin-
early for a very broad range. We define the shoe model with
a size of 30 cm and scale the length with scaling factor sz .
The scaling in width sx and height sy has experimentally
been found to be approximately

sx = 0.3674 + 0.6326 · sz (5)
sy = 0.4518 + 0.5482 · sz.

This non-uniform scaling leads to a different shape of the
shoes and thus results in incorrect motion estimates if not
considered correctly. Therefore, we also estimate the length
of the shoes. Assuming a similar size of left and right shoe,
only one scaling factor sz has to be determined. From a sin-
gle perspective view, the global scaling can usually not be
estimated but here we can exploit the floor as an additional
calibration hint. Usually, at least one foot is on the ground
most of the time and a shoe can never be below this plane.
This information can be exploited to determine the absolute
size.

Figure 5. Coordinates for shoe size estimation.

Assume the case, where the 3-D model is too small com-
pared to the real shoe. In this case, the motion estimator
would move the shoe model closer to the camera in order to
get a better fit of the silhouette. If the shoe is on the ground
plane at that moment, we have an additional constraint to
compute the scaling factor. We can place the shoe on the
ground by scaling its translation vector t by the scaling fac-
tor sz such that the vector end on the ground plane. This is
achieved by scaling the 3-D model with the same factor sz

and let the motion estimator determine the new translation
vector. With the coordinate system located in the camera
focal point as illustrated in Fig. 5 the scaled point sz · t has
to lie in the plane

(sz · t− x0) · n = 0, (6)

with x0 being a point on the plane and n the normal vector
of the plane. Both vectors are constant for a particular setup
and can be determined by camera calibration. Solving for
the unknown scaling factor leads to

sz =
n · x0

n · t
. (7)

This estimation only works if the shoe is placed on the
ground plane. Lifting one foot leads to a larger (and in-
correct) scaling factor. This is addressed by first using the
smaller of the two scaling factors for the left and right foot,
respectively, assuming that at least one foot touches the
floor. Small jumps are still handled correctly by slowly es-
timating the scaling of hundreds of frames analyzing the
histogram of estimated scaling factors.



6. Rendering and Augmentation
Once the 3-D motion parameters for both shoes are de-

termined, the 3-D computer graphics models of the person-
alized shoes can be rendered at the correct position, such
that the real shoes of the person in front of the Virtual Mir-
ror are replaced. These 3-D models can be individually con-
figured by a customer by selecting a base model and choos-
ing between different sole types, materials, and colors. Ad-
ditionally, individual embroideries like flags and text can
be attached. From this configuration data, an individual
3-D model is composed.

Figure 6. Hidden line representation illustrating the non-visible leg
model for handling of occlusions.

For that purpose, geometry, texture, and colors of the
3-D models have to be modified to represent the chosen
design. Each shoe model consists of different sub-objects
composed of triangle meshes which can be replaced to cre-
ate different geometries. For the modeling of different sur-
face materials, individual texture maps are chosen from a
database. Additionally, colors can be assigned to the tex-
tures in order to customize the individual parts of the shoe.
This way, the customer can chose among hundreds of thou-
sands of models and design a shoe according to personal
preferences.

The left and right shoe are finally rendered using
OpenGL at the position and orientation determined by the
3-D tracker. In the rendering and augmentation process,
first the background is rendered at a far distance. Then,
the original video is rendered using the segmentation mask
as alpha channel of the RGBA texture map such that only
the foreground / leg is visible. Finally, the shoes objects are
overlayed, occluding the original shoes in the segmented
video. However, the legs in the original 2-D video should
also occlude some parts of the shoes, e.g. the interior that
might be visible otherwise. By adding also a transparent
non visible leg model to the scene as shown in Fig. 6, the

Figure 7. View dependent rendering for correct augmentation into
video. Parts that should be later occluded by the legs (2-D video)
are not visible.

z-buffer is manipulated such that all occlusions are recov-
ered correctly and the 3-D model can be augmented into the
2-D video. Fig. 7 shows two examples of the shoe rendering
with some parts, later occluded by the legs, removed.

7. Experimental Results
In this section, some results of the tracking and rendering

are presented. Four different shoe models are configured
and the Virtual Mirror is started. A single XGA firewire
camera captures the scene at a resolution of 1024 by 768
pixels. A user enters the green space in front of the system.
In all cases, the shoes are correctly detected, segmented, and
tracked. Fig. 8 shows examples of the Virtual Mirror output.
The upper row illustrates some frames of the original scene
captured with the camera. For these frames, the correspond-
ing results displayed on the Virtual Mirror are depicted in
the lower row. It can be seen, that the 3-D computer mod-
els follow the original 3-D shoe motion correctly, even for
rather extreme feet positions.

Since the entire framework should behave like a real
mirror, real-time processing is required. All algorithms
are therefore optimized for speed. Image processing algo-
rithms are applied in an image pyramid and the tracking is
also computed on a lower resolution level. In order to ex-
ploit multiple processor cores, a multi-threaded framework
is setup with four threads for capturing/debayering, image
processing, rendering, and system control. On a 2.3 GHz
dual processor Pentium 4 based system, the Virtual Mirror
takes about 28 ms for all computations with 4 iterations of
the tracker, leading to a maximum frame rate of about 35
Hz.

8. Conclusions
We have presented a system for the real-time

3-D tracking of shoes in a Virtual Mirror environment.
From a single camera the rigid body motion of left and
right foot are estimated using linear and low-complexity op-
timization methods. The tracking algorithm is not restricted
to shoe models, but can also be applied to other objects if



Figure 8. Upper row: Scene captured with the Virtual Mirror camera. Lower row: Virtual Mirror output augmented with customized
shoes.

a 3-D geometry description is available. The motion in-
formation is then used to render new personalized sports
shoes into the real scene such that the person can watch
himself/herself wearing the new shoes. The system is ac-
cessible to the public in stores in Paris and Lille and new
installations with updated features are also planned in the
next future.
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