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Abstract

We propose an algorithm for accurate tracking of (ar-
ticulated) objects using online update of appearance and
shape. The challenge here is to model foreground appear-
ance with histograms in a way that is both efficient and
accurate. In this algorithm, the constantly changing fore-
ground shape is modeled as a small number of rectangu-
lar blocks, whose positions within the tracking window are
adaptively determined. Under the general assumption of
stationary foreground appearance, we show that robust ob-
ject tracking is possible by adaptively adjusting the loca-
tions of these blocks. Implemented in MATLAB without sub-
stantial optimization, our tracker runs already at 3.7 frames
per second on a 3GHz machine. Experimental results have
demonstrated that the algorithm is able to efficiently track
articulated objects undergoing large variation in appear-
ance and shape.

1. Introduction
Developing an accurate, efficient and robust visual

tracker is always challenging, and the task becomes even
more difficult when the target is expected to undergo sig-
nificant and rapid variation in shape as well as appearance.
While the audience is delighted and awed by the virtuoso
performance of the world-renown skaters (Figure 1), their
graceful movements and dazzling poses offer multiple chal-
lenges for any visual tracker. In this example (and many
others), the appearance variation is mainly due to change
in shape while the foreground intensity distribution remains
roughly stationary. An important problem is then to effi-
ciently exploit this weak appearance constancy assumption
for accurate visual tracking amidst substantial shape varia-
tion.

Intensity histogram is perhaps the simplest way to rep-
resent object appearance, and tracking algorithms based on
this idea abound in the literature (e.g., [3, 7]). For rectangu-
lar shapes, efficient algorithms such as integral image [25]

Figure 1. Top: Using only histogram for representing object’s ap-
pearance, the tracking results are often unsatisfactory. Bottom:
Using the proposed algorithm, the tracking results are much more
consistent and satisfactory.

and integral histogram [20] have been successfully applied
to object detection and tracking [1]. In particular, it is
possible to rapidly scan the entire image to locate the tar-
get. However, computing intensity histogram from a region
bounded by some irregular shape cannot be done efficiently
and rapidly using these methods. To deal with shape vari-
ation in the context of histogram based tracking, one gen-
eral idea is to use a (circular or elliptical) kernel [10, 19] to
define a region around the target from which a weighted
histogram can be computed. Rapid scanning of the im-
age using this approach is not possible; instead, differen-
tial algorithms can be designed to iteratively converge to
the target object [7]. Nevertheless, differential approaches
become problematic for tracking sequences with rapid and
large motions. In a way, the kernel imposes a “regularity”
constraint on the irregular shape, thereby relaxing the more
difficult problem of efficiently computing the intensity his-
togram from an irregular shape to that of a simpler one of
estimating histogram from a regular shape.

Another way to deal with irregular shapes is to enclose
the target with a regular shape (e.g., a rectangular window)
and compute histogram from the enclosed region. How-
ever, this inevitably includes background pixels when the
foreground shape cannot be closely approximated. Conse-
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quently, the resulting histogram can be corrupted by back-
ground pixels, and the tracking result degrades accordingly
(e.g., unstable or jittered results as shown in Figure 1).
Furthermore, complete lack of spatial information in his-
tograms is also undesirable. For problems such as face
tracking that do not have significant shape variation, it is
adequate to use intensity histogram as the main tracking
feature [3]. However, for a target undergoing significant
shape variation, the spatial component of the appearance is
very prominent, and the plain intensity histogram becomes
inadequate as it alone often yields unstable tracking results.

Each of the aforementioned problems has been ad-
dressed to some extent (e.g., spatiogram [4] for encoding
spatial information in histogram). However, most of them
require substantial increase of computation time, thereby
making these algorithms applicable only to local search and
infeasible for global scans of images. Consequently, such
algorithms are not able to track objects undergoing rapid
motions. In this paper, we propose a tracking algorithm
that solves the above problems, and at the same time, it still
has comparable running time as the tracking algorithm us-
ing (plain) integral histogram [20]. The proposed algorithm
consists of global scanning, local refinement and update
steps. The main idea is to exploit an efficient appearance
representation using histograms that can be easily evaluated
and compared so that the target object can be located by
scanning the entire image. Shape update, which typically
requires more elaborated algorithms, is carried out by ad-
justing a few small blocks within tracked window. Specifi-
cally, we approximate the irregular shape with a small num-
ber of blocks that cover the foreground object with minimal
overlaps. As the tracking window is typically small, we
can extract the target contour using a fast segmentation al-
gorithm without increasing the run-time complexity signif-
icantly. We then update the target shape by adjusting these
blocks locally so that they provide a maximal coverage of
the foreground target.

The adaptive structure in our algorithm contains the
block configuration and their associated weights. Shape of
the target object is loosely represented by block configura-
tion, while its appearance is represented by intensity dis-
tributions and weights of these blocks. In doing so, spa-
tial component of the object’s appearance is also loosely
encoded in block structure. Furthermore, these rectangu-
lar blocks allow rapid evaluations and comparisons of his-
tograms. Note that our goal is not to represent both shape
and appearance precisely since this will most likely require
substantial increase in computation. Instead, we strive for
a simple but adequate representation that can be efficiently
computed and managed. Compared with tracking methods
based on integral histograms, our tracker is also able to ef-
ficiently scan the entire image to locate the target, which
amounts to the bulk of the processing time for these algo-

rithms. The extra increase in running time of our algorithm
results from the refinement and update steps. Since segmen-
tation is carried out only locally in a (relatively) small win-
dow and the weights can be computed very efficiently, such
computation overhead is generally small. Experimental re-
sults reported below demonstrate that our algorithm renders
much more accurate and stable tracking results compared
to the integral histogram based tracker, with a negligible in-
crease in running time.

2. Previous Work
There is a rich literature on shape and appearance mod-

eling for visual tracking, and a comprehensive review is of
course beyond the scope of this paper. In this section, we
discuss the most relevant works within the context of object
tracking.

Active contours using parametric models [5, 17] typi-
cally require offline training, and expressiveness of these
models (e.g., splines) is somewhat restrictive. Furthermore,
with all the offline training, it is still difficult to predict the
tracker’s behavior when hitherto unseen target is encoun-
tered. For example, a number of exemplars have to be
learned from training data prior to tracking in [24], and the
tracker does not provide any mechanism to handle shapes
that are drastically different from the templates. Likewise,
there is also an offline learning process involved in the ac-
tive shape and appearance models [8].

Instead of using contours to model shapes, kernel-based
methods represent target’s appearance with intensity, gradi-
ents, and color statistics [3, 7]. While these methods have
demonstrated successes in tracking targets with shapes rep-
resented by ellipses, they are not effective for modeling
non-rigid objects. Although methods using multiple ker-
nels [10, 14] have been proposed to cope with this problem,
it is not clear such methods are able to track articulated
objects whose shapes vary rapidly and significantly. In a
somewhat different direction, the use of Haar-like features
plays an important role in the success of real-time object de-
tection [25]. However, fast algorithms for computing Haar-
like features and histograms such as integral images [25]
or integral histograms [20] require rectangular windows to
model the target’s shape. Consequently, it is not straight-
forward to apply these efficient methods to track and detect
articulated object with varying shapes. Haar-like and re-
lated features play a significant role in several recent work
on online boosting and its applications to tracking and ob-
ject detection e.g., [13]. One interesting aspect of this latter
work is to treat tracking as sequential detection problems,
and an important component in the tracking algorithm is the
online construction of an object-specific detector. However,
the capability of the tracker is somewhat hampered by the
Haar-like features it uses in that this invariably requires the
shapes of the target to be well approximated by rectangular
windows.



3. Tracking Algorithm
We present the details of the proposed tracking algorithm

in this section. The output of the proposed tracker consists
of a rectangular window enclosing the target in each frame.
Furthermore, an approximated boundary contour of the tar-
get is also estimated, and the region it encloses defines the
estimated target region. Our objective is to achieve a bal-
ance among the three somewhat conflicting goals of effi-
ciency, accuracy and robustness. Specifically, we treat the
tracking problem as a sequence of detection problems, and
the main feature that we use to detect the target is the in-
tensity histogram. The detection process is carried out by
matching foreground intensity histogram and we employ in-
tegral histograms for efficient computation. In the following
discussion, we will use the terms histogram and density in-
terchangeably. The main technical problem that we solve
within the context of visual tracking is how to approximate
the foreground histogram under significant shape variations
so that efficient and accurate articulated object tracking is
possible under the general assumption (held by most track-
ing algorithms) that the foreground histogram stays roughly
stationary.

Figure 2. Left: An articulating target. Right: Given the contour of
the target object, we select those blocks (and associated weights)
with non-empty intersection with the interior region of the target
defined by the contour. Blocks containing only background pixels
are not selected. The importance of a block is proportional to the
percentage of its pixels belonging to the foreground.

The high-level outline of the proposed algorithm is
shown in Figure 3. It consists of three sequential steps: de-
tection, refinement, and update. At the outset, the tracker
is initialized with the contour of the target, it then automati-
cally determines the initial tracking window W and K rect-
angular blocks Bi as well as their weights λi according to
the procedure described below. The foreground intensity
histogram Hf

0 for the initial frame is kept throughout the
sequence. The shape of the foreground target is approxi-
mated by K rectangular blocks, Bi, 1 ≤ i ≤ K, within the
main tracking window W as shown in Figure 2. The po-
sitions of the blocks within the tracking window are adap-
tively adjusted throughout the tracking sequence, and they
may have small overlaps to account for extreme shape vari-
ations. At each frame t, the tracker maintains the follow-
ings: 1) a template window Wt with a block configuration,

2) a foreground histogram Hf
t represented by a collection

of “local foreground histograms”, HBf
i

t and their associated
weights computed from the blocks, and 3) a background
histogram Hb

t . The tracker first detects the most likely lo-
cation of the target by scanning the entire image (i.e., the
window with the highest similarity value when compared
with the template window W). In the refinement step, the
tracker works exclusively in the detected window and the
target is segmented from the background using the current
foreground density. This result is then used in the update
step to adjust the block positions in the template window
W and then the weights assigned to each block is recom-
puted. In addition, the background density Hb

t is also up-
dated. Ideally, the number of blocks K and the size of each
block Bi should be adaptively determined during tracking.
However, in this paper, we fix the number of blocks, while
the position of each block is adjusted accordingly to account
for shape variation.

While it is expected that the union of the blocks will
cover most of the target, these blocks will nevertheless con-
tain both foreground and background pixels. This happens
often when the shape of the target object is far from con-
vex and exhibits strong concavity. In particular, blocks con-
taining large percentages of background pixels should be
down weighted in their importance when compared with
blocks that contain mostly foreground pixels. Therefore,
each block Bi is assigned a weight λi, which will be used
in all three steps. In this framework, the shape informa-
tion is represented by the block configuration and the as-
sociated weights. Compared with other formulations of
shape priors [9, 11], it is a rather fuzzy representation of
shapes. However, this is precisely what is needed here since
rapid and sometime extreme shape variation is expected,
the shape representation should not be rigid and too heavily
constrained so as to permit greater flexibility in anticipating
and handling hitherto unseen shapes.

3.1. Detection
For each frame, the tacker first scans the entire image

to locate the target object. As with many other histogram-
based trackers, the target window W∗ selected in this step
is the one that has the maximum similarity measure S with
respect to the current template window W,

W∗ = max
W′

S(W′,W), (1)

as W′ ranging over all scanned windows. The similarity
measure S is constructed from local foreground histograms
computed from the blocks as follows. First, we transfer
the block configuration on the template window onto each
scanned window W′, and accordingly, we can evaluate
K local foreground histograms in each of the transferred

blocks. The local foreground histogram HBf
i

t for the block



Tracking Algorithm Outline

1. Detection
The entire image is scanned and the window with the high-
est similarity value using (1) is determined to be the tracking
window W∗.
2. Refinement
Within W∗, the target is segmented out using a graph-cut
based segmentation algorithm that computes the target con-
tour. The segmentation uses both estimated foreground and
background distributions.
3. Update
Block configuration is adjusted locally based on the seg-
mentation result obtained in the previous step. The non-
negative weights λi of the blocks are recomputed.

Figure 3. High-level outline of the proposed tracking algorithm.

Bi is the intersection of the raw histogram HBi
t with the

initial foreground histogram of the corresponding block:

HBf
i

t (b) = min(HBi
t (b),HBf

i
0 (b)),

where b indexes the bins. The similarity measure is defined
as the weighted sum of the histogram similarities between

HBf
i

0 (b) and HBf
i

t (b),

S(W′,W) =
K∑

i=1

λiρ(HBf
i

0 ,HBf
i

t ) (2)

where λi is the weight associated to block Bi and ρ is the
Bhattacharyya distance between two densities,

ρ(HBf
i

0 ,HBf
i

t ) =
N∑

b=1

√
HBf

i
0 (b)HBf

i
t (b),

where N is the number of bins. Since the blocks are rectan-
gular, all histograms can be computed by a few subtractions
and additions using integral histograms. Because of λi, S
will down weight blocks containing more background pix-
els, and this is desirable because it provides some measure
against background noise and clutters. Note that compar-
ing with most histogram-based trackers, which invariably
uses only one histogram intersection, the similarity measure
S defined in Equation 2 actually encodes some amount of
shape and spatial information through the block configura-
tion and their weights.

3.2. Refinement
Once the global scan produces a sub-window W∗ in

which the target is located, the next step is to extract an ap-
proximate boundary contour so that the shape variation can
be better accounted for. We apply a graph-cut segmentation

algorithm to segment out the the foreground target in W∗.
Previous work on this type of segmentation in the context
of visual tracking (e.g., [9, 11, 12]) always define the cost
function in the form

E = EA + µES ,

where EA and ES are terms relating to appearance and
shape, respectively. However, we have found that hard cod-
ing the shape prior in a separate term ES is more of a hin-
drance than help in our problem because of the extreme
shape variation as strong shape priors without dynamic in-
formation often lead to unsatisfactory results. Instead, our
solution will be to use only the appearance term EA but in-
corporating shape component through the definition of fore-
ground density.

Specifically, let p denote a pixel and P denote the set of
all pixels in W∗. Let PB denote the background density
that we estimated in the previous frame, and Pi, 1 ≤ i ≤ K
the foreground density from Bi (by normalizing the his-

togram HBf
i

i ). Furthermore, we will denote Pf the fore-
ground density obtained by normalizing the current fore-
ground histogram Hf

t . Following [6, 12], the graph-cut al-
gorithm will minimize the cost function

E(Cp) = µ
∑
p∈P

Rp(Cp) +
∑

(p,q)∈N :Cp 6=Cq

Bp,q, (3)

where Cp : P → {0, 1} is a binary assignment function
on P such that for a given pixel p, C(p) = 1 if p is a fore-
ground pixel and 0 otherwise1. µ is a weighting factor and
N denotes the set of neighboring pixels. We define

Bp,q ∝
exp((I(p)− I(q))2/2σ2)

||p− q||
,

where I(p) is the intensity value at pixel p and σ is the ker-
nel width. The term Rp(Cp) is given as

Rp(Cp = 0) = − log PF (I(p), p)
Rp(Cp = 1) = − log PB(I(p)),

where PF (I(p), p) = Pi(I(p)) if p ∈ Bi, and
PF (I(p), p) = Pf (I(p)) if p is not contained in any Bi.
Note that the shape information is now implicitly encoded
through PF . A fast combinatorial algorithm with poly-
nomial complexity exists for minimizing the energy func-
tion E, based on the problem of computing a minimum cut
across a graph [6]. Since we only perform the graph-cut in a
(relatively) small window, this can be done very quickly and
does not substantially increase the computational load. Fig-
ure 4 presents one segmentation result where the extracted
target contour is shown in green.

1We will denote C(p) by Cp.



Figure 4. Blue: The block configuration from the previous frame.
Green: The contour is estimated using a fast graph-cut algorithm.
Red: The blocks are repositioned using a greedy strategy to pro-
vide a maximal coverage of the target.

3.3. Update
After the object contour is extracted from the segmenta-

tion result, we update the positions of the blocks Bi within
W∗. The idea is to locally adjust these blocks so that they
provide a maximal coverage of the segmented foreground
region. In addition, these blocks are repositioned in a con-
trolled elastic manner to account for large articulated mo-
tions. We employ a greedy strategy to cover the entire seg-
mented foreground by moving each block locally using a
priority based on their sizes. Note that such an approach
(i.e., local jittering) has often been adopted in object detec-
tion and tracking algorithms for later-stage refinement and
fine-tuning. Figure 4 shows one result of this block adjust-
ment (shown in red).

As the foreground definition is now known, we can com-

pute the foreground histogram HBf
i

t from each block Bi.
Furthermore, the percentage ηi of pixels in Bi that are fore-
ground pixels can also be computed quickly. Finally, to
maintain the stationary total foreground density, we solve
a small-scale non-negative least squares problem

Hf
0 =

K∑
i=1

αiH
Bf

i
t

with αi ≥ 0, and Hf
0 the foreground density of the initial

frame. The weights λi are updated according to λi = ηiαi

followed by a normalization.

3.4. Discussion
Comparing with the recent work that employ discrimi-

native models (classifiers) for tracking (e.g., [13]), our ap-
proach is mainly generative through the use of intensity
histograms. While we assume that the intensity distribu-
tion stays stationary, the features we constantly update are
the block configurations and the associated weights. Online
appearance updates (e.g, [13, 15, 18]) have been shown to
be effective for tracking rigid objects. However, as the ex-
amples shown in these work are almost without significant
shape variation, it is difficult to see that these techniques
can be generalized immediately to handle shape updates.
On the other hand, shape variation has often been managed

in visual tracking algorithms using shape templates learned
offline and the dynamics among the templates [5, 9, 11, 24].
It is also not clear how these algorithms can deal with se-
quences containing unseen shapes or dynamics. Instead of
“hard coding” the shape prior, our algorithm provides a soft
update on shape in the form of updating the block configura-
tion, and the update is constrained by the appearance model
through the requirement that the foreground intensity distri-
bution stays roughly stationary.

Our use of adaptive block structure is easily associated
with recent work that track and detect parts of an articu-
lated object (e.g., [2, 21]). However, our goal and motiva-
tion are quite different in that the blocks are employed for
providing a convenient structure to approximate the object’s
shape and estimating intensity histogram. Our objective is
an accurate and efficient tracker, not the precise localiza-
tion of parts, which in general requires substantially more
processing. Nevertheless, it is interesting to investigate the
possibility of applying our technique to this type of track-
ing/detection problem, and we will leave this to future work.

4. Experiments and Results
The proposed algorithm has been implemented in MAT-

LAB with some optimization using MEX C++ subroutines.
The code and data are available at http://www.cise.
ufl.edu/˜smshahed/tracking.htm. In this im-
plementation, we use intensity histograms with 16 bins for
grayscale videos, and for color sequences, each color chan-
nel is binned separately with 16 bins. The number of blocks,
K, is set to two or three. The tracker has been tested on a va-
riety of video sequences, and five of the most representative
sequences are reported in this paper. In particular, we show
the comparisons between our tracker and that of [20] using
only integral histograms2. On a Dell 3GHz machine, our
tracker runs at 3.7 frames per second while the integral his-
togram tracker has a slightly better performance at 4 frames
per second. The additional overhead incurred in our algo-
rithm comes from the update of block configuration, which
amounts to a small fraction of the time spent on comput-
ing the integral histogram over the entire image. However,
experimental comparisons show that this negligible over-
head in runtime complexity allows our tracker to consis-
tently produce much more stable and satisfactory tracking
results.

In the following experiments, for initialization, we man-
ually locate the tracking window in the first frame, and for
the experiments, both trackers start with the same track-
ing window. The five sequences shown below are all col-
lected from the web. In these sequences, the foreground tar-
gets undergo significant appearance changes, which mainly
due to shape variation. Although the intensity profiles stay
more or less constant, the drastic shape variations make

2In our MATLAB implementation, both algorithms share same MEX
C++ subroutines.



these sequences difficult for trackers that use only intensity
histograms. The first skating sequence contains over 150
frames, and the dazzling performance is accompanied by
an equally dazzling pose variation. As shown in Figure 5,
while the background is relatively simple, the integral his-
togram tracker is not able to locate the skater accurately,
producing jittered and unstable tracking windows. In par-
ticular, it is impossible to utilize this unsatisfactory track-
ing result for other vision applications such as gait or pose
recognition. However, our tracker is able to track the skater
well and provides tracking windows that are much more
accurate and consistent. As shown in the figure, one ma-
jor reason for this improvement is that the spatial locations
of the blocks are updated correctly by our algorithm as the
skater changes her pose. The second sequence contains 430
frames with a figure skater performing in a cluttered envi-
ronment. Our algorithm is able to accurately track the skater
throughout the whole sequence (i.e., the tracking windows
are accurately centered around the skater) as shown in Fig-
ure 6 while the integral histogram tracker again produces
unsatisfactory results. Perhaps more importantly, our al-
gorithm is able to track the skater across shots taken from
two different cameras (e.g., from frame 372 to 373 and on-
wards), which is difficult to handle for most visual tracking
algorithms, particularly those using differential techniques.
This experiment also demonstrates the advantage of having
the capability to efficiently scan the entire image for the tar-
get.

The third and fourth sequences contain two stylistically
different dances. In both sequences, adverse conditions
such as cluttered backgrounds, scale changes and rapid
movements have significance presences, and the shape vari-
ations in them are even more pronounced when compared
with the two previous sequences. In both experiments (Fig-
ures 7, 8), our tracker is able to track the dancers accurately
while the integral histogram tracker again fails to produce
consistent and accurate results. Figure 9 presents the track-
ing result for a color video sequence in which there are sig-
nificant variations in shape, scale, and appearance of the
target. Notwithstanding these difficulties, our tracker is able
to follow the target accurately using only two blocks. More
tracking results can be found in the supplemental material.

5. Conclusion and Future Work
In this paper, we have introduced an algorithm for accu-

rate tracking of objects undergoing significant shape varia-
tion (e.g., articulated objects). Under the general assump-
tion that the foreground intensity distribution is approxi-
mately stationary, we show that it is possible to rapidly and
efficiently estimate it amidst substantial shape changes us-
ing a collection of adaptively positioned rectangular blocks.
The proposed algorithm first locates the target by scan-
ning the entire image using the estimated foreground inten-
sity distribution. The refinement step that follows provides

an estimated target contour from which the blocks can be
repositioned and weighted. The proposed algorithm is effi-
cient and simple to implement. Experimental results have
demonstrated that the proposed tracking algorithm consis-
tently provides more precise tracking result when compared
with integral histogram based tracker [20].

We have identified several possible directions for future
research. Foremost among them is the search for a more ef-
ficient algorithm for adjusting and repositioning the blocks.
The current greedy algorithm we have is not optimal but it
has the virtue of being easy to implement with good empiri-
cal results. In addition, mechanisms for handling occlusion
along the line of [1] will further improve the tracker’s ro-
bustness. Finally, online learning of shape and appearance
variations will be a challenging research problem for the fu-
ture.
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Figure 7. Top: Tracking results using only integral histogram. Bottom: Tracking results using our algorithm. Note the target undergoes
large shape and scale variation.

Figure 8. Top: Tracking results using only integral histogram. Bottom: Tracking results using the proposed algorithm. Note the target
undergoes significant shape and appearance variation.

Figure 9. Tracking results using the proposed algorithm. Shape and appearance variations are substantial in this sequence.


