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Abstract

Rigid registration of intraoperative ultrasound (US) and
CT is an important technique to provide real-time guidance
for preoperative images and models. Due to the speckle
noise and artefacts in US images, accurate registration of
CT and US is still a challenging problem. We propose
an adaptive region intensity based CT and US registration
method. The registration is initialized by matching the dis-
tinctive regions of CT and US images. Then the registration
is a multistage process in which the regions in US used will
be adaptively updated at each stage. The registration prob-
lem is considered as a global similarity energy optimization
and high local statistical dependency regions selection pro-
cess. Performances of our method and other intensity based
method are evaluated with simulated and real datasets. Ex-
periments results show the improvement of our registration
method in robustness and accuracy.

1. Introduction
3D ultrasound (US) imaging is widely used in minimally

invasive surgery due to its non-ionization, low cost and op-
erating room friendly properties. It can help surgeon to lo-
calize the pathology during surgical planning and provide
guidance for surgical tools during tumor resection and abla-
tion. However, US images are spoiled by intrinsic speckle
noise and artefacts such as shadows [2]. Sometimes it is
difficult to delineate the anatomical or pathological infor-
mation such as organ boundaries, vessels and tumors. To
help surgeons comprehend the anatomical and pathologi-
cal structures, a practical solution is to transform the pre-
operative CT information into the intraoperative US image
space. Models extracted from preoperative CT images such
as tumors and vessels can be augmented on the US images
to provide surgical planning or guidance [1, 9]. This fu-
sion of complementary information greatly improves surgi-
cal safety and performance. Multi-modal image registration
is the essential technique to find the transform from CT to
US image.
The multi-modal image registration can be categorized

into model based, feature based and intensity based meth-
ods. Intensity based methods usually perform better since
no feature or model extractions are needed and the registra-
tion accuracy is not limited by them. Maes et al. [12] pro-
posed a mutual information (MI) based registration method.
Studholme et al. [20] proposed an improvement of overlap
independent method by using normalized mutual informa-
tion (NMI). Roche et al. [17] proposed a method on correla-
tion ratio (CR). In these methods, the transform is obtained
by optimizing a similarity function which measures the sta-
tistical or functional dependency of two images.

The main drawback of intensity based multi-modal reg-
istration method is that when the registration starts with a
large misalignment, there are a lot of local optima in the
similarity function and the optimization method can eas-
ily be stuck to a local optimum. In papers on CT and US
registration, the images usually need to be nearly aligned
[15, 17], however, an initial transform is not always avail-
able. Moreover, for CT and US registration, these methods
may not provide an accurate transform even when two im-
ages are close to alignment because the global optimum of
the similarity function may not coincide with the correct
alignment [3]. Finding regions with global distinctiveness
and high statistical dependency will be the crucial prob-
lem for initialization and accurate registration. Globally
distinctive regions can be detected by using feature extrac-
tion methods [8, 11] to assist the registration when there are
noise or occlusions in the image. Feature based registra-
tion methods usually have larger capture range comparing
with intensity based methods. Stewart et al. [19] proposed
a method to register the retinal images by using local fea-
tures. The registration starts from the matching between
bootstrap regions and then propagates to global matching.
However, these direct feature based methods are not suit-
able to find the initial matching between CT and US images
because the local features in these images differ in location
and scale. We need to develop an initial matching which
tolerates some correspondence uncertainties. After a good
initial matching, noisy and artefacts regions in US need to
be excluded to avoid introduction of misleading optima into
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the similarity function. Many methods for removing the
noisy areas have been proposed to improve the performance
of similarity functions. Huang et al. [3] used a threshold to
extract the cardiac wall regions in the US image. However,
this simple operation does not work properly on US im-
age with complex anatomical structures such as abdomen
or brain. Leroy et al. [10] and Wein et al. [21] used shadow
models to detect the artefacts regions. In real application,
it is difficult to find a general model for artefacts to achieve
good performances. Roche et al. [17] proposed a robust
estimation of bivariate function together with a correlation
ratio method to weight the noisy regions in US with smaller
values. The results are usually dependent on the parameters
tuning and the Powell’s optimization process is time con-
suming. Penney et al. [16] extracted a vessel probability
density map from the US images and used it to register with
the MRI images. This method needs a learning process us-
ing a large amount of US images together with a manually
determined threshold for MRI images. Ourselin et al. [14]
proposed a robust registration method to estimate transform
parameters frommajority local matchings. They used equal
block size for all local matchings, however, for some ho-
mogenous regions lack of structural information there will
be matching ambiguities in local registrations. We develop
a new method to select US regions with plentiful structure
information and high statistical dependency to exclude the
noisy and shadow areas.
The rest of the paper is organized as follows. Our pro-

pose adaptive region intensity based CT and US registra-
tion method is explained in Section 2. The experiments and
datasets are introduced in Section 3. Results and discussion
are shown in Section 4. Finally, conclusions are given in
Section 5.

2. Method
2.1. Registration Framework
We propose a multistage registration method. In each

stage a multi-resolution global matching is followed by
many local matchings. The registration of CT to US is con-
sidered as a process of global similarity metric optimiza-
tion and selection of high statistical dependency regions.
The registration is initialized by a feature based matching
of the distinctive regions. We choose US and CT images
as fixed and moving images and the selected regions will
be implemented as the mask of fixed image. The mask will
be updated at each stage. We begin the first stage by using
MI registration method with cone shape US mask and the
initial parameters are obtained from feature region based
matching. Local matchings initialized with the transform
parameters from the global matching are then used to select
the regions with high local statistical dependency. The se-
lected regions will be joined and used as the mask for global
registration of next stage. Polar coordinate sampling is used

for MI calculation in global registration. Global and local
registration will alternate until the global similarity is opti-
mized. Fig.1 shows the collaboration of the global and local
registration methods.
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Figure 1. The combination of global and local rigid registrations.

2.2. Saliency Measurement

We use saliency to measure the distinctiveness of image
regions [8]. Saliency is the measurement of both the local
intensity unpredictability and the region dissimilarity over a
scale. The scale can be considered as a sphere with a certain
radius in 3D. The region saliency SD(x0) around a voxel x0
can be defined by the maximal local entropyHD, weighted
by a scale-space dissimilarity function WD, which is the
product of the optimal scale sp and absolute difference of
probability density function (PDF) over that scale:

SD(sp, x0) = HD(sp, x0)WD(sp, x0), (1)

with

WD(s, x) = s

Z
i∈D

|∂pD(s, x)
∂s

|di, (2)

and pD(s, x) is the PDF around x, i is the intensity variable
which takes value in a setD.
Large saliency measurement means big unpredictability

and salient change in scale-space, intuitively it means a re-
gion rich of structures and with low probability to be a dark
shadow region. For homogenous or texture regions in the
fixed image, it is usually difficult to register with the corre-
sponding image because of lacking of corresponding infor-
mation. Region saliency provides a way to find the optimum
scale to include enough information for a local matching.
We calculate the saliency value of each of the voxel. The
optimum scale is searched between a scale range. Regions
around the high saliency voxels can be used as features for
initial matching. The feature regions should have a local
support and each region center should be sufficient distant
from the others.

2.3. Initialization

The locations and scales of saliency regions extracted
from images with nonlinear intensity mapping such as US
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Figure 2. Saliency Regions extracted in US and CT Images.

and CT are usually different. Fig. 2 shows the saliency re-
gions extracted from 2D CT and US images, the centers
and radius of the circles show the location and scales of the
saliency regions respectively.
We modify the feature based method [4] to find the ini-

tial transform between multi-modal images. Suppose we
denote the US and CT images with If and Im and Nf and
Nm as feature regions extracted respectively. For each re-
gion Ifi (i = 1, ...,Nf) in the US, we try to register this
sub-image with the CT image, initialized with a transform
which brings the center of US sub-image to align with the
center of each CT feature region Imj (j = 1, ..., Nm). We
optimize the MI metric between the sub-image of US with
the CT image. After convergence, the image region in CT
image with the largest similarity will be considered as the
registered region of the US sub-image. Note most of the
time, this CT region is different from any of the CT fea-
ture regions. Since the similarity metric is dependent on the
image structure in both images, we can not compare the reg-
istered regions by their similarity values. We estimate the
distinctiveness of the MI metric optimum of each registered
region pair. Registered regions with high distinctiveness of
optimum (DO) will be considered as regions with high sta-
tistical dependency. For each pair of the registered regions,
(Ifi , I

m
i ), we denote the MI metric as SM(I

f
i , Ti(I

m
i )),

with Ti the transform to map Ifi with Imi . We then eval-
uate the MI metrics with K transforms whose magnitude
of translational parameters errors from Ti are R, we de-
note the K similarity metrics as SM(Ifi , T k

i (I
m
i ))(k =

1, ...K). We verify if SM(Ifi , Ti(Imi )) is larger than all of
SM(Ifi , T

k
i (I

m
i ))(k = 1, ...K), if this is not satisfied, this

pair of registered regions will not be considered, otherwise,
we will calculateDO by:

DO(i) =
1

K

KX
k=1

(SM(Ifi , I
m
i )−SM(Ifi , T k

i (I
m
i )), i = 1, ..,N

(3)
with N the number of registered regions to be considered.
We choose all registered region pairs whoseDO values are
higher than the lower confidence limit of the group. In all
of our experiments, we define the lower confidence limit of
a sequence of value as μ − 2σ, with μ and σ defined as

the mean and the standard deviation of these values. These
selected registered regions will be considered as the cor-
respondence and an initial transform will be estimated by
these corresponding regions.

2.4. Local Block Matching

In each stage, after a global registration with current
mask is finished, high statistical dependency regions are se-
lected by using local matchings. The whole US volume is
divided into uniform blocks in polar coordinate and each
block will be checked. The local blocks will be selected
as components of the adaptively updated mask only if they
pass the saliency, similarity and the similarity optimum dis-
tinctiveness tests sequentially.
We evaluate the saliency at each block center first. The

saliency evaluated at the block center represents how much
structure information inside it. The blocks with saliency
values larger than the lower confidence limit will be used
for local matching. We will then register the remain US
blocks with the CT image initialized with the transform ob-
tained from the global registration. The region around the
block center with the optimal scale in saliency calculation as
the radius is used for the local matching to include enough
structure information. For each region, an MI based regis-
tration is used to acquire the local rigid transform and the
sample points are extracted in Polar coordinate to calculate
the joint PDF. When all of the local matchings are finished,
we compare the NMI values of the registered regions, re-
gion pairs with NMI value larger than the lower confidence
limit will be kept. Finally we check the DO values of the
registered regions. The calculation of DO values is similar
to that in the initialization step. Registered regions withDO
values larger than the lower confidence limit will be con-
sidered as the high statistical dependency regions and the
regions in US images will be joined as the mask. The lo-
cal rigid transform parameters obtained from these selected
blocks will be averaged and they will be passed to the global
registration of next stage.

2.5. Implementation

In the initial matching, the optimal scale is searched be-
tween 50 and 120, 20 saliency regions are chosen for both
the CT and US images. The DO values are calculated
with 200 transforms whose translational parameters are uni-
formly located on a sphere of 10 with the translational pa-
rameters of registered regions as the center.
We use three stages for the adaptive region selection

method. The initial block size is half of the image size in
each dimensions and in each stages the block size is halved.
We used Parzen window representation to evaluate the MI
function as [13]. For MI and our methods, when evaluating
the similarity metric, the number of histogram bins was 50.
For the MI method and the first stage of our method, the

3



Figure 3. The simulated 3D US image and the original CT image.

number of samples points to calculate joint histogram was
50000, whereas in the following stages, the number of sam-
ple points was scaled by the ratio of the volume of current
stage mask and the initial stage mask. In each of the block
matching, the average number of sample points was 3000.
We use steepest descent method to optimize the local and
global similarity metrics.

3. Experiments and DataSets

The datasets in our experiments include simulated and
real in-vitro and in-vivo 3D US images. The simulated US
and CT image validation has the ground truth and the real
data validation can provide results with real clinical consid-
eration [6]. These validations are of complementary nature
and can provide performance information of our method un-
der different situations.

3.1. Simulated Dataset

We use Field II [7] ultrasound simulation package to
generate the 3D US dataset. It can simulate transducers
with any geometrical aperture and apodization scheme with
linear excitation. We simulate a transducer with an array
of 128 elements with center frequency of 7.5MHz, hanning
apodization for both transmission and reception and with
single focus point in transmission and multiple focus point
in reception. The US dataset was simulated from a liver
CT data with size of 512 × 512 × 370 and voxel size of
0.65mm× 0.65mm× 0.65mm. A region of interest (ROI)
with size of 50mm× 50mm× 50mm is chosen for imag-
ing. We generated a sequence of 2D sector plane US im-
ages to cover this 3D region. Each of the scan planes was
tilted with an equal angle increase, and totally 63 planes are
scanned with the total tilt angle 50◦. In each sector plane,
71 beams were used with total sector angle of 50◦. 3% of
scatters were used to simulate the speckle pattern of bio-
logical tissue. The background scattering points were cho-
sen randomly and the scattering points for bigger anatom-
ical pattern come from the high gradient points in CT im-
age. The simulated US dataset was then added with some
shadow artefacts by setting noise intensities in Polar coor-
dinate. The simulated US and the original CT datasets are
shown in Fig. 3.

3.2. Real Data Acquisition

For real US data, we used both in vitro and in vivo
datasets. The former came from a multi-modal abdomi-
nal phantom (model 057, CIRS Inc.), and the latter were
from the abdominal images of five patients. All 3D US im-
ages were taken from a GEVoluson 730 machine with a 3D
transducer of model RAB2-5L. The CT images were taken
from a Helical CT machine of GE system. We use five pairs
of phantom and patient images for our experiments. Two
pairs of CT and US image characteristics for in-vitro and
in-vivo experiments including image dimension, voxel size
and number of datasets are shown in Table 1.

3.3. Experiments

The validation criteria include robustness and accuracy.
They are evaluated by the capture range and the average
transform parameters errors respectively. The capture range
is the largest region inside which the registration can con-
verge accurately starting from anywhere. The accuracy will
be evaluated from the average errors of the parameters with
the ground truth parameters. For simulated dataset, the
ground truth was known. For each pair of the real images to
be registered, a ground truth rigid transform was obtained
by using a landmark initialized intensity based registration
software. Several pairs of corresponding landmarks located
in the whole image region were manually picked by a radi-
ologist and then an MI based method with a manually la-
beled ROI refined the initial result. The registration was
conducted until there was no noticeable misalignment be-
tween the transformed moving and fixed images by using
visual inspection and then the ground truth parameters were
obtained. We represent the 3D rigid transform by Euler
transform. Each transform is represented by using six pa-
rameters, three for rotations and three for translations. For
each criterion and for each dataset, we evaluated these pa-
rameters by running 300 registrations, each of which was
initialized with an arbitrary transform. Each of the initial
parameters was generated by adding an arbitrary displace-
ment error of parameters to the ground truth parameters. In
generating the arbitrary displacement error for parameters,
each component of the parameters displacement was con-
sidered as a random variable with an uniform distribution.
We chose the parameters so that initial average distance er-
ror [18] (ADEi) was uniformly distributed between zero and
a maximum value. In our experiments, ADEi was defined
with a cubic box of 100mm side length in the fixed image.
In the capture range evaluation tests, the largest ADEi was
50mm, the ranges for the translational and rotational errors
were ±40mm and ±20◦, respectively. In the accuracy eval-
uation tests, the largest ADEi was 40mm and the ranges
for the translational and rotational error components were
±30mm and ±20◦ respectively.
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Image InformationExperiments Data Dimension Voxel size(mm)
US phantom 256× 256× 256 0.915× 0.708× 0.580in vitro CT phantom 256× 256× 119 1.25× 1.25× 1.25
US patient 256× 256× 256 0.840× 0.591× 0.640in vivo CT patient 256× 256× 177 1.25× 1.25× 1.25

Table 1. The in vitro and in vivo US and CT dataset characteristics.

The registration methods were implemented by using In-
sight Segmentation and Registration Toolkit 3.0 [5]. All the
experiments were performed with a 3.2GHz Pentium IV PC
with 1G MB memory. Typical executing time of MI based
and our proposed registration method is 2 and 7 minutes.

4. Results and Discussion
4.1. Robustness

The capture ranges of both our proposed adaptive region
MI (ARMI) and the MI based method are listed in Table 2.
We can see the capture range of our method is larger than
the MI based method, especially for the real subjects be-
cause shadows are more seriously in US images with com-
plex structures. We search the initial correspondence using
the saliency regions, the correspondences of these regions
are globally distinctive, while the local minimum in sim-
ilarity function varies with different regions considered in
the MI based registration method, so our proposed method
have a larger capture range than MI based method.

Capture Range(mm)Experiments MI ARMI
simulated US to CT 33 40
phantom US to CT 38 46
patient US to CT 20 32

Table 2. The capture range of evaluated from different CT and US
datasets. MI: mutual information registration method; ARMI: our
proposed adaptive region MI based method.

4.2. Accuracy

We list the accuracy test results in Table 3. In both the
simulated and real data experiments, the transform param-
eters errors with the ground truth are quite high after MI
registration, while after our proposed method, the transform
parameters errors with ground truth decreased greatly. For
abdominal intraoperative surgery an allowable error should
be within 5mm, we can see our method can satisfy this re-
quirement, while for MI based method it does not work.

4.3. Adaptive Regions Selection

We first show the simulated dataset result. The intensity
in simulated US image has a good correlation with that in
the CT image. After several shadows and noise are added

to simulate the artefacts behind the bone, there will be new
correspondence mode introduced into the joint PDF. This
makes the MI reach optimum at different transform param-
eters than ground truth parameters. The first row of Fig. 4
shows the negativeMI metrics evaluated at the alignment by
using cone shape mask and the adaptive selected mask. (we
use negative MI for all of our metric plots for illustration
convenience.) The left images shows that when two images
are aligned, the MI evaluated with whole US image mask is
not maximized. The upper right image shows the improved
metric plotting around the alignment parameters with the
selected mask. Local block matching can help us to detect
the artefacts regions, the left image of second row shows
the adaptively selected US mask overlaid on the US image.
We can see from this image all the shadow areas have been
detected by the selected blocks. The final registration result
is shown in the bottom right figure with US image overlaid
on the gradient image of CT.
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Figure 4. Results for registration of simulated ultrasound and CT
dataset.

Registration of US and CT images of a phantom is shown
in Fig. 5. The upper row shows the CT and US images.
Images in the second row are the registration results by us-
ing MI based and our proposed method. The overlay of the
transformed US images with CT images shows the improve-
ment by our method. The similarity metrics against the x
and y parameter errors are shown in the third row. The left
figure corresponds to the similarity function (negative MI)
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Parameters Errors
Experiments Methods Rotation(rad) Translation(mm)

∆Rx ∆Ry ∆Rz ||∆R|| ∆Tx ∆Ty ∆Tz ||∆T ||
simulated MI 0.025 0.039 0.053 0.07 0.49 3.16 4.57 5.57
US to CT ARMI 0.021 0.026 0.038 0.05 0.28 0.55 0.96 1.13
US to CT MI 0.04 0.05 0.03 0.07 1.71 5.96 1.83 6.46
phantom ARMI 0.03 0.028 0.027 0.06 0.76 0.93 0.85 1.47
US to CT MI 0.05 0.04 0.06 0.08 1.9 5.28 1.49 5.78
patients ARMI 0.03 0.03 0.04 0.05 0.59 0.83 1.26 1.61

Table 3. The results of MI and our proposed registration method for the random initial parameters tests. MI: mutual information registration
method; ARMI: our proposed adaptive region MI registration method.

using a cone shape mask, we can see the similarity func-
tion with cone mask evaluated at ground truth parameters
is not the minimum value. The global registration by us-
ing whole US mask can only converge to a close position to
alignment. We see in the right figure the similarity function
evaluated with the adaptive mask after second stage. The
similarity function is quite smooth and the minimum coin-
cides with the alignment quite well. In the bottom row, the
selected mask result after the second stage and the random
sampled points for evaluating the MI in global registration
are shown. We can see in the center right part of the US im-
age, there is a shadow area inside which the correspondence
of US with CT image is low, most of the blocks inside this
region are removed by saliency, NMI value and optimum
distinctiveness check.
Registration of a real subject abdominal images is shown

in Fig.6. The top row shows the CT and US images of
the patient liver. In the second row, from left to right are
the registration results by using MI and our method dis-
played with color overlay. We can see the improvement of
alignment near the inferior vena cava (IVC). The third row
shows the similarity metrics plotted as functions of trans-
lational parameter errors in MI and our methods, we can
see the optimum of MI with cone mask does not coincide
with the alignment and the cost function is not very smooth,
while with the adaptive selected mask, the optimum co-
incides with alignment well and the similarity function is
quite smooth. The last row shows the selected regions in
our method and the sample points used in the global MI
calculation. We can see that the shadow region in the right
part of the image is excluded from the registration.

5. Conclusion

In this paper, we have presented a new rigid CT to US
image registration method. The regions with high saliency
and similarity with CT image as useful information for reg-
istration have been adaptively selected. We have compared
our method with typical intensity based multi-modal regis-
tration method. Registration results of simulated and real
datasets show the improvement in terms of robustness and
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Figure 5. Phantom US to CT registration results by using MI and
our methods. (Note in right image all the sample points before
the plane are shown, so some points looks like have been selected
from dark artefacts regions.)

accuracy. The registration framework can be extended to
non-rigid registration of CT and US images by replacing the
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Figure 6. Registration results of US to CT patient liver by using
MI and our proposed methods.

rigid transform with a B-spline based transform in global
matching.
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