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Abstract

We present a Bayesian framework for action recognition
through ballistic dynamics. Psycho-kinesiological studies
indicate that ballistic movements form the natural units for
human movement planning. The framework leads to an
efficient and robust algorithm for temporally segmenting
videos into atomic movements. Individual movements are
annotated with person-centric morphological labels called
ballistic verbs. This is tested on a dataset of interactive
movements, achieving high recognition rates. The approach
is also applied on a gesture recognition task, improving
a previously reported recognition rate from 84% to 92%.
Consideration of ballistic dynamics enhances the perfor-
mance of the popular Motion History Image feature. We
also illustrate the approach’s general utility on real-world
videos. Experiments indicate that the method is robust to
view, style and appearance variations.

1. Introduction

We present a Bayesian framework for action recognition
based on psycho-kinesiological observations, namely, the
ballistic nature of human movements. Consider an every-
day scenario, such as a person boiling water for brewing tea.
This activity would consist of a number of actions such as
reaching for a pot in the cupboard, putting it on the burner,
etc. A typical adult familiar with the kitchen’s layout would
execute the movements efficiently, with rapid coordinated
motion. Psycho-kinesiological studies have led to the fol-
lowing conclusions regarding such movements:
1. Impulsive propulsion: Ballistic movements are rapid
and efficient, consisting of acceleration followed by decel-
eration [17].
2. Simple trajectories, usually no mid-course correction:
The high speeds and impulsive propulsion result in rela-
tively simple trajectories closely resembling straight lines
and shallow 3D arcs [6, 18, 5, 9]. Empirical studies indicate
that adults are very adept and efficient at planning ballistic
movements [17]. Most movements are completed without
any mid-course correction [6, 18]. Hesitations are rare and
are not considered in this paper.

3. Synchronized movement: Psycho-kinesiological ob-
servations of reach and strike movements indicate that the
hand’s motion provides most of the dynamical informa-
tion. Studies of reach movements involving torso rotation
and stepping movements show that the entire body moves
in synchrony with the hands with highly correlated veloci-
ties [9, 5].
4. Inertial reference frame: Humans plan their move-
ments in an inertial reference frame, fixed during mo-
tion [9].

Due to their impulsive nature, these movements are re-
ferred to as “Ballistic”. They form a vast majority of hu-
man interactive actions, evidenced by the large number of
psychological studies, e.g. [17, 6, 18, 9, 5]. Ballistic move-
ments are the natural unit in which humans plan everyday
actions such as reach-to-grasp, pointing, punching, throw-
ing, dancing and sports. Consider the following scenarios:
Figure 1(a): A person moves an object on the floor through
a sequence of four ballistic movements - reaching down to
grasp it, pick it up, step over to another location and reach
down to place the object on the floor. The sequence was
automatically segmented and annotated by our approach.
Notice that the reach movements have different hand-target
locations and the pose relative to the camera is variable.
Figure 1(b): Swing detection results on a tennis video
taken from [4]. The two rows are key-frames for two in-
stances of forehand swings showing the boundaries of the
detected ballistic segments. The segments correspond to
poising for the shot, retracting the hand, hitting the ball and
following through. The video had 5 forehand swings - all
are detected correctly.
Figure 1(c): Key-frames at the boundaries of ballistic
segments computed for a tutorial video of a dance called
“Grapevine Pop”. The tutor performs four cycles of the
dance steps. The algorithm computes consistent segments
in spite of the complicated, multi-limbed movements.
Figure 1(d): Three arm gestures used for signalling army
vehicles. The key-frames defining boundaries of the bal-
listic segments are shown along with the segments’ Motion
History Images (MHIs) [2].
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(a) Moving an object on the floor - reach to grasp the object, pick it up, walk to another place, place it down. The four movements are automatically
segmented and labelled according to the hand’s target location. Each row shows one segment, only every third frame is shown. The four reaches have
different target locations, and the two “reach down” movements have different poses relative to the camera.

(b) Tennis forehand swing detection from video in [4]. The video had 5 forehands, all were correctly detected. The two rows show key-frames marking
boundaries of ballistic segments for two forehand shots. The segments correspond to: poise to hit, retract hand, hit ball, and follow through. The plot on
right shows the ground truth times of hitting the ball and the segments labelled as strikes. (See supplementary material.)

(c) Ballistic segments of a dance clip teaching “Grapewine Pop”, curtesy www.fitmoves.com, duration 27 sec./810 frames. The tutor performs four cycles
of dance steps, first to her right, then a symmetric set to her left, then again to her right and then another to her left. Each row corresponds to one cycle,
the key-frames are synchronized based on the movements. The consistency of the segmentation across cycles indicates that ballistic dynamics forms a
good unit for the movements. Two segment boundaries were missed - marked with numbers. In the case of the 1st miss, the tutor was making small
movements, like jogging in one place. In the 2nd missed segment boundary, she almost jumped out of the camera view, causing erroneous optical flow.
(See supplementary material.)

(d) Examples of three gestures used for army vehicle signalling and the corresponding ballistic segments. The second row shows Motion History Images
for the segments. We present gesture recognition results using MHIs of ballistic segments. (See supplementary material.)

Figure 1. Ballistic movement scenarios: interactive movements, sports, dance and gestures. (Best viewed in color.)



Figure 2. Varying the parameters of the ballistic movement model
produces different types of movements: low acceleration and de-
celeration for reach, high acceleration and deceleration for throws
and strikes, and high acceleration for yanking.

Following recent trends in vision, our approach is de-
signed to work on single camera video, is robust to appear-
ance and view variation, and does not require tracking body-
parts. The Bayesian framework leads to a robust and effi-
cient algorithm for temporally segmenting videos into bal-
listic movements. Experiments with a dataset of 135 reach-
ing, hitting and throw instances show it correctly segments
more than 96% of the movements. All the segmentations
in this paper, including the ones in Figure 1, were com-
puted by the same model. After temporal segmentation,
recognition is performed at the level of individual as well
as sequences of movements. Individual movements are an-
notated with labels, called ballistic verbs, that describe the
manner of propulsion - reaching or striking, and the target
and direction of movement. The labels are person-centric
and morphological, providing a natural basis for several
applications such as video indexing and activity analysis.
See Figures 1(a), 7, 8, and 1(b). Experiments indicate
that the framework recognizes and labels more than 84%
of a dataset of 135 reach and strike movements. Compar-
ative experiments with alternative approaches indicate the
approach’s relative advantage. We also present an approach
for recognizing complex actions through sequences of bal-
listic movements. This is illustrated with gesture recogni-
tion on a army signalling dataset - improving a previously
published recognition rate of 84% [16] to 92%. Tests also
indicate that the performance of MHI features is enhanced
by considering ballistic dynamics.

2. Bayesian Model for Ballistic Dynamics
Psychologists have proposed two models for limb

propulsion [17]: ballistic and mass-spring models, which
form two ends of a spectrum of human movements. Ballis-
tic movements involve impulsive propulsion of the limbs.
There is an initial impulse accelerating the hand/foot to-
wards a target, followed by a decelerating impulse to stop
the movement. Reaching, striking, kicking are characteris-
tically ballistic movements [17]. In the mass-spring model,
the limb is modelled as a mass connected to springs (the
muscles). The actuating force is applied over a period of
time rather than impulsively [17]. Steady pushing, pulling,
and many communicative gestures fall in this category. Tai
Chi is also an example of mass-spring movements!

Varying the magnitudes of acceleration and deceleration
produces different types of ballistic movements. Actions in-

volving low acceleration and deceleration are said to exhibit
reach dynamics [17]. These include reach-to-grasp, point-
ing, picking, etc. In contrast, actions involving high speeds
and impacting force have high acceleration and decelera-
tion. These are said to have strike dynamics, and include
actions such as hitting, slamming and throwing. There is
also the possibility of yanking in which the initial acceler-
ation is high. See Figure 2 for an illustration. The move-
ments may be further fine tuned according to the task at
hand. E.g., when reaching for a small or fragile object, the
deceleration phase sets in early and is prolonged to allow
precise homing onto the target and grip formation [17].

The psycho-kinesiological observations stated in the in-
troduction have useful implications for visual recognition,
which form the basis for the Bayesian recognition model.
These are tabulated in Figure 3.

Layer I of the Bayesian model corresponds to the se-
quence of movements composing an activity, executed to
interact with objects and the environment. Each movement
is considered to be independent of past and future move-
ments given the context provided by the activity, and the
states of the subject at the start and end of the movement.
The equivalent Bayes net is shown in Layer I of Figure 4.
Ballistic movements such as reaches and strikes are atomic
in nature. Thus, the independence assumption is well suited
for recognizing them.

Layer II in the Bayes net corresponds to the dynam-
ics. A number of models have been proposed to analyze
the trajectories of ballistic movements including the Mini-
mum Jerk Model (MJM) [6] and Minimum Torque Change
Model (MTCM) [18]. We use MJM for its simplicity and
robustness. It minimizes jerk, the rate of change of force
applied to the hand - the intuition being that efficient move-
ments are smooth [6]. Let z(t) = [z1(t) z2(t) z3(t)]T be
the hand’s coordinates in 3D world coordinates, and ts and
te be the start and end times of the movement. It can be
shown using Calculus of Variations that minimizing the jerk
is equivalent to constraining z1, z2 and z3 to be 5th order
polynomials in time t. Moreover, for starting and ending
velocity and acceleration = 0, the loci are collinear. Let
y(t) = [y1(t), y2(t)] be the projection of z(t) on the image
plane. Of course, for collinear loci z, the projected trajec-
tory loci y are also collinear. Let ẏ(t) denote the projected
velocity of the hand. For the ith segment with tis as the
start time, we define ẏ(t) = Bi~τ(t − tis). Bi determines
the dynamics of the ith movement on the image plane; it re-
mains constant for the movement. Assuming no mid-course
corrections, the velocities within a segment are condition-
ally independent given Bi. Layer II in Figure 4 shows the
equivalent Bayes net structure.

Layer III is the observation layer consisting of pose ob-
servations Op and velocity observations Ov. Following the
discussion in Figure 3, the dynamics of the hands are ob-
served through low-level motion features. The Bayes net
structure is shown in Layer III of Figure 4.

Summary of Recognition: Temporal segmentation is



Figure 3. Observations in psycho-kinesiology have useful implications for visual analysis of ballistic movements. This is basis for the
Bayesian model. Recognition is performed without tracking body-parts. Instead, low-level motion features are used, e.g., optical flow.

Figure 4. Bayes net for modelling ballistic movements. This is
similar to the structure proposed by Bregler [3].

performed based on the constancy of Bi within segments.
The Bayes net indicates that the state within a movement is
determined by dynamics Bi, pose at the start of the move-
ment, and the hand’s target location; these constitute the
ballistic verbs. Complex actions such as gestures are recog-
nized by comparing sequences of Bi’s.

2.1. Related Work
There have been a large number of studies on action

recognition - see [8] for comprehensive surveys.
Bregler presented an approach for recognizing complex

actions as a sequence of simpler atomic actions, called
movemes [3]. Closely related are studies using Switching
Linear Dynamical Systems (SLDSs) [12], and in general,
body-part movement correlations.

Wilson and Bobick proposed Parametric Hidden Markov
Models (P-HMMs) to handle variability in gestures [20]. P-
HMMs would need a sufficient variety of training examples
to generalize over all possible target locations. However, as
they model the trajectory of movement, their approach may
be used for recognizing different mass-spring movements,
thus complementing our work.

Rao et al. proposed a scheme for segmenting human
movement sequences based on the spatio-temporal curva-
tures of the hands’ trajectories [11]. Weinland et al. seg-
ment continuous movement sequences using Motion His-

tory Volumes computed using 3D reconstruction[19]. The
temporal segmentation in our approach uses single camera-
view video and does not require tracking the hands.

State-of-the-art sub-space methods, e.g., [21, 15], have
been developed to perform recognition robust to camera
viewpoint and stylistic variation. Even for a stationary cam-
era, two reach movements may have very different body-
part trajectories if their target locations differ. Therefore,
recognizing them involves generalizing over the dynamics
in addition to the viewpoint. Our approach contributes to
this aspect. A possible area of future study would to be to
employ approaches such as [15] to explore the variation of
matrix Bi w.r.t. subtle movement styles.

A study on ballistic movements in motion capture
data [10] showed that the velocity magnitude profiles are
distinctive for reach and strike actions. We extend it by ad-
dressing the more challenging problem of video-based anal-
ysis, and recognition of complex actions.

3. Features for Movement Dynamics
A. Trajectory-based Motion Features: These de-

pend upon the spatial path followed by the hands during
the movement. Examples include Space-Time Volumes
(STVs) [21], Motion History Images (MHIs) [2, 19], Space-
Time Gradients (STGs) [14]. They have been shown to be
robust to noise, illumination variation, and small changes in
view. We use Fourier-based MHIs and show that their effec-
tiveness is enhanced by consideration of ballistic dynamics.

B. Velocity Magnitude Features: We propose a novel
set of image motion features that isolate the manner of
propulsion from the target of the movement. In brief, the
velocity magnitude features are:

1. Silhouette Deformation: The subject’s silhouette in
each frame is computed using background subtraction fol-
lowed by contour extraction [13]. A Distance transform
Dt(x) is computed on the image plane for the silhouette at
each time instant t. The deformation of a silhouette at time
t is measured by the histogram of the Chamfer distances of
the points on the silhouette with respect to Dt−1(.).

2. Pixel-wise Frame Differences: Let δIt(.) denote the
thresholded image difference at time t. A distance map
Dδ
t (x) is constructed from δIt(.). The pixel-wise frame

difference feature is defined as the histogram of the distance



map values {Dδ
t−1(x)|δIt(x) = 1}.

3. Optical Flow: A phase-based algorithm proposed by
Gautama and Hulle [7] was used to compute optical flow.
Let Ft denote the set of flow vectors at time t. We use mag-
nitude of the net optical flow vector - ‖

∑
f∈Ft

f‖.
4. Temporal Segmentation

A continuous movement sequence is segmented such
that the dynamics, Bi, within each subsequence is con-
stant. Let the sequence be of time duration [0, T ]. Let
χ denote a partitioning of the sequence into n segments,
χ = 〈χ0 = 0, χ1, . . . , χn = T 〉 . The start of the ith move-
ment is tis = χi−1, and the end is tie = χi. The likelihood of
the segmentation given the velocity observations, p(χ|Ov)
is modelled as p(χ|Ov) = p(B∗1 . . . B

∗
n|Ov), where B∗i is

the optimal dynamics for the ith partition given the obser-
vations. By the conditional independence assumption

p(B1 . . . Bn|Ov) ∝
n∏
i

p(Ov(tis) . . . Ov(tie)|Bi) p(Bi)

(1)
where p(Bi) is the prior on the dynamics. The prior en-
forces constraints such as starting and ending velocity mag-
nitudes should be close to 0. p(Ov(tis) . . . Ov(tie)|Bi) is the
conditional probability of the velocity observations given
the dynamics. We present an efficient algorithm for tempo-
ral segmentation based on the near straight line trajectories
of ballistic dynamics, and the consistency of optical flow
with the movement direction. Consider the ith segment of
duration [tis, t

i
e]. Let the direction of movement of the hand

be θi - this parameterizes the dynamics Bi. The likelihood
of θi’s fit to Ov(tis) . . . Ov(tie) is defined through potential
functions on the weighted difference between the optical
flow vectors and θi direction:

p(Ov(tis) . . . Ov(tie)|Bi) =

ti
e∏

t=ti
s

∏
f∈Ft

exp− [‖f‖ − f · n̂(θi)]

(2)
where n̂(θ) = cos θî+ sin θĵ. Maximizing with respect to
θi, and plugging the optimal value of fit back in (1) gives

p(B1 . . . Bn|Ov) ∝ exp

 n∑
i=1

∥∥∥∥∥∥
ti
e∑

t=ti
s

∑
f∈Ft

f

∥∥∥∥∥∥−
n∑

i=1

ti
e∑

t=ti
s

∑
f∈Ft

‖f‖


(3)

Notice that
∑n
i=1

∑te
t=ts

∑
f∈Ft
‖f‖ is a constant for the

sequence, independent of the segmentation. Therefore, the
optimality of the segmentation is given by

n∑
i=1

Ψ(tis, t
i
e) where Ψ(tis, t

i
e) =

∥∥∥∥∥∥
ti
e∑

t=ti
s

∑
f∈Ft

f

∥∥∥∥∥∥ (4)

This is computed efficiently using Dynamic Programming
(DP). In the implementation, we include the prior that the
starting and ending velocity should be close to zero. It is
valid to assume that ballistic movements have finite length,

typically less than 3 seconds. Under this assumption, the
DP algorithm can be computed online in realtime, and has
O(n) computational complexity. Figures 1, 8 and 7 show
examples of obtained segmentations. Quantitative experi-
mental results are given in Section 6.

Comparison with Velocity Magnitude based Move-
ment Boundary Detection: Most ballistic movements, es-
pecially reaches and strikes, have zero velocity at the start
and end of the segment [17, 6]. Therefore, it is natural to
wonder if the temporal segmentation can be performed by
simple movement begin-end detection. We trained a boost-
ing based classifier [1] on velocity magnitude features to
classify between segment boundaries and mid-flight points.
Peaks in the classifier’s output function should correspond
to movement boundaries.

The results of the boosting-based movement begin-end
detection were observed to be inferior to the DP-based seg-
mentation algorithm. Reasons include the fact that the DP
algorithm includes direction of movement and computes a
globally optimal segmentation. Figure 5 illustrates this.

Figure 5. Segment boundary detection for a clip consisting of 13
reach movements. The time intervals of the movements are de-
noted with rectangles - gaps correspond to times of negligible mo-
tion. The boundaries of the temporal segmentation by the DP al-
gorithm are marked with red spikes in top plot. They correspond
well with the manually marked ballistic segment boundaries. The
time-series plot for begin-end boosting detector’s output (bottom
red plot) is irregular, resulting in a number of missed and false
boundary detections. The DP algorithm outperforms boosting.

5. Recognition
Annotation of Ballistic Verbs: Each movement’s bal-

listic verb is a 3-tuple 〈lp, lt, ld〉:
•lp describes the manner of propulsion - reach or a strike.
•lt describes the location of the target relative the person’s
starting pose. We use morphological labels: azimuthal lo-
cation - front, back, left, right and center, and elevation -
ankle-level, knee-level, waist-level, chest-level and above-
shoulder.
•ld describes the direction of movement relative to the per-
son - forward, backward, leftward, rightward, upward and
downward.

Propulsion: The velocity magnitude features are used to
classify movements into reaches and strikes. As the dimen-
sionality of features is large, we opted for a boosting-based



classifier [1]. The classification accuracy is high (> 90%)
and the method generalizes well over different target loca-
tions - Figure 6 illustrates typical output values of the clas-
sifier. Quantitative results are described in Section 6.

Figure 6. Strike detection using velocity magnitude boosting, clas-
sifier outputs as a function of time for: (a) clip with only reach
movements, (b) clips with strike movements (hitting and throw-
ing) manually marked with red spikes. The classifier output has
peaks corresponding to ground truth strikes, and remains low else-
where.

Target and Movement Direction: Let ytarget denote
the hand’s target location in the image. If a ballis-
tic segment with time-interval [ts, te], has been clas-
sified as a reach then ytarget = y(te). If the bal-
listic segment has been classified as a strike then
ytarget = y(time of highest strike confidence).

The subject’s pose at the start of the movement, denoted
by Op(ts), provides spatial context to the target’s location
and the direction of movement. It is represented by the
shape context of the person’s silhouette and the head’s gaze-
direction.

Bayesian inference is used to compute the target and
direction labels. Let pt(ltarget|ytarget, Op(ts)) denote the
likelihood of label lt, given ytarget and Op(ts). pt(.) is
trained by collecting triplets of Shape-Contexts of the sil-
houettes at ytarget, the gaze-direction at the start of the
movement, and the ground-truth labels for the target’s lo-
cations.

The probability of lt is computed by marginalizing over
poses and target location estimates:

p(lt) =
∑

Op(ts)

∑
y

pt(lt|y, Op(ts))p(y is target |Op(ts))p(Op(ts))

(5)
p(Op(ts)) is computed using the silhouette at the start of

the ballistic segment and the confidences in the head’s gaze-
direction. p(y is target|Op(ts)) is estimated using skin de-
tection and the motion features [13].

For computing direction labels, the target’s location is
replaced by Bi. The final label for each ballistic segment is
computed as the maximum a posteriori probability estimate.
Figures 1(a) 7 and 8 show some examples of computed la-
bels. Quantitative results are described in the next section.

Sequences of Ballistic Movements: Complex actions
are viewed as sequences of ballistic movements. We il-
lustrate this with a gesture recognition application. Con-
sider for example, the three gestures shown in Figure 1(d).
The ballistic segmentation algorithm breaks them down into
subunits, e.g., “raise right arm”, “lower right arm”. These
are represented with MHIs [2, 19]. For simplicity, we use

a Dynamic Time Warping algorithm to compare the se-
quences of ballistic segments. Results are described in next
section. As part of future work, more sophisticated tech-
niques such as HMMs may be explored.

6. Experimental Results
Annotation of Individual Ballistic Movements: We il-

lustrate this on a database of reach and strike movements. 7
video sequences were collected depicting 67 reach instances
performed by 6 subjects. A number of small objects such as
pens, clips, etc. were placed on surfaces of varying heights
in the scene. The subjects were asked to pick up and place
the objects on random surfaces of their choice including the
floor, in an area of 9 × 9 feet. Based on their own voli-
tion, the subjects stepped around, bent, used either of their
hands, etc. They performed movements in rapid succession
as well as with pauses. Movement instances in which the
hands were occluded were ignored.

In a similar manner, we recorded 10 strike sequences de-
picting 68 instances of hitting and throwing performed by
4 subjects. The subjects were asked to strike and throw ob-
jects placed at heights varying from the ground to waist-
level. Subjects punched, slammed down and slapped (fore-
hand and backhand). The subjects struck and threw with all
their might - one subject almost broke a garbage bin while
slamming down on it!

The subjects consisted of 5 males and 1 female. The
video resolution was 320 × 240, at 15 frames per second.
The data-set is challenging as many movements are exe-
cuted in rapid succession and at high speeds. The limbs
are frequently inside the subject’s silhouette, making pose-
estimation difficult. There is significant motion blur during
mid-flight. Table 1 shows the recognition results.

Ground truth classes

Reaches Strikes
1. Total number of instances (ground-truth) 67 68
2. Num. correctly segmented 64 68
(percentage) 96% 100%
3. Num. classified as reaches 60 4
(percentage) 90% 6%
4. Num. classified as strikes 4 64
(percentage) 6% 94%
5. Correct reach/strike classifications & labell- 56 59
ing of movement’s direction and target location 84% 87%

Table 1. Recognition results for reaches and strikes

Segmentation results are shown in Row 2 of Table 1.
Very few movements (3 of 135) were missed by the seg-
mentation. The error in the boundary of the segments was
in the range ±3 frames (0.2 sec). A likely reason for this
error is that the hand’s velocity during the first few and last
few frames of a movement segment is very low. Low level
motion features are inadequate for such fine differentiation.
Testing temporal segmentation through begin-end detection
using velocity magnitude-boosting indicated it to be inferior
to DP - 20% of reaches and 26% of strikes were missed. See
Figure 5 for an example.



Figure 7. Labels generated for four strike movements. To save space, every third frame of the sequences are shown.

Figure 8. Labels generated for three reach movements. To save space, every third frame of the sequences are shown.

Reach vs. strike classification results are shown in Rows
3 and 4 of Table 1. The accuracy is high, the error rates
being approximately 6%. In 2 of the cases in which strike
movements were misclassified as reaches, the strike move-
ment’s duration was very small (2 to 3 frames). Due to the
noise present in images and the subject’s silhouette, it is
difficult to reliably extract motion features for movements
of such short duration. For comparison, a reach vs. strike
boosting classifier was trained on MHIs. The obtained con-
fidence scores have high overlap indicating unsuitability of
MHI for the task, see Figure 10.

Figure 10. MHI based classifier response distributions for reaches
(blue) vs. strikes (red). The high overlap indicates that MHI is
inferior to proposed velocity magnitude features.

Target location & Movement direction results are shown
in Row 5 of Table 1. The total number of reach movements
that were correctly detected, classified and qualitatively la-
belled was 56 (84%). 2 of the target labelling errors were
due to incorrect estimation of the hand’s position at the end
of the movement. The total number of strikes correctly de-
tected, classified and qualitatively labelled was 59 (87%).

Gesture Recognition Results: The recognition of bal-
listic dynamics was tested on a gesture recognition appli-

cation. We used the army signalling gesture dataset de-
scribed in [16]. The dataset has 14 gestures, each per-
formed 5 times by 5 subjects (350 sequences in total).
Summary of the results using leave-a-subject-out protocol:

Method Recognition rate
Nonparametric HMM [16] 84 %

MHI on full length of each gesture 73%
clip - no ballistic segmentation

MHI on ballistic segments 92%

For the case of MHI on ballistic segments, recognition
was performed by comparing test sequences with training
sequences using DTW. Gesture labels were computed us-
ing Nearest Neighbor approach. Ballistic segmentation with
MHI improves recognition rate over those reported in [16],
as well as those obtained by solely MHI.

Example Videos:
(A.) Tennis video taken from [4] in Figure 1(b). The tempo-
ral segmentation algorithm computed consistent movement
segments for the forehand swings; these correspond to pois-
ing, retracting hand, hitting ball, and follow through. All
swings were detected corrrectly.
(B.) Grapewine Pop tutorial video in Figure 1(c). There is
good correspondence between the ballistic segments com-
puted for the four dance cycles. Notice that the movements
are complex, multi-limbed and rapid; pose-tracking is likely
to be hard. In the second missed boundary, the tutor almost
jumped out of view, making optical flow erroneous.
(C.) Furniture assembly video in Figure 9. The video shows



Figure 9. Ballistic segment boundaries for a furniture assembly video - courtesy www.legarefurniture.com, duration 1.5 min/2670 frames.
11 parts are joined to form a table. The video is automatically segmented into different join actions - frames at the time of join are marked
with a ‘J’. The first join is missed due to fade-in effect. Joins involving multiple movements are broken into multiple segments.

11 parts being joined to make a table. The segmentation de-
tects 10 of these “join” actions - the first join is missed as
it happens during a fade-in. Notice that there is severe oc-
clusion of the pose due to camera view and the furniture
parts.

INRIA XMAS Action Dataset: We also tested the ap-
proach on an action dataset presented in [19]. Fourier-based
MHI features were employed for classification. Recogni-
tion improved from 83% to 87% upon including temporal
segmentation by ballistic dynamics - indicating the utility
of the concept. Example of ballistic segments for kicking

7. Summary
We presented a Bayesian framework for recognizing ac-

tions through ballistic dynamics. Comparative tests indicate
that the approach is robust and effective. As an example,
it enhances the performance of the popular MHI feature.
Experiments with real-world videos highlight its consistent
applicability.
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