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Abstract

Recently, ToF-cameras have attracted attention because
of their ability to generate a full 2 1

2D depth image at video
frame rates. Thus, ToF-cameras are suitable for real-time
3D tasks such as tracking, visual servoing or object pose
estimation. The usability of such systems mainly depends
on an accurate camera calibration. In this work a calibra-
tion process for ToF-cameras with respect to the intrinsic
parameters, the depth measurement distortion and the pose
of the camera relative to a robot’s endeffector is described.
The calibration process is not only based on the monochro-
matic images of the camera but also uses its depth values
that are generated from a chequer-board pattern. The ro-
bustness and precision of the presented method is assessed
applying it to randomly selected shots and comparing the
calibrated measurements to a ground truth obtained from a
laser scanner.

1. Introduction
A wide range of digital image processing methods such

as image segmentation, image understanding, or pattern
recognition are used for contactless surveillance of the en-
vironment, to track objects or detect obstacles. How-
ever, numerous applications e.g. driver assistance systems
or robotic tasks have to infer 3D information from the 2D
image processing results, since the distance of perceived ob-
stacles or the pose of tracked objects is required. Generally,
common stereo vision methods or structure-from-motion
(SFM) algorithms are used but endued with disadvantages.
As correspondences in at least two images must be sought,
stereo and SFM-algorithms are computationally very com-
plex and therefore, critical. Moreover, the necessary search
for correspondences is prone to errors due to possible mis-
assignments in homogenous textures.

The ToF-camera technology outweighs these disadvan-
tages. ToF-cameras provide a monochromatic image allow-
ing for classical image processing algorithms and addition-
ally measure distances for all pixels. Thereto, the observed

scene is illuminated with modulated infrared light. The re-
flected light features a phase-delay that is detected within
the pixels and directly translated into a distance value. Thus,
the ToF-camera provides 2 1

2D depth information of dy-
namic or static scenes at video frame rates, irrespective of
the object’s texture. Due to these properties the camera is
suited for a wide range of applications, such as tracking,
object detection, pose estimation and collision avoidance.

At the time, depth measurements with ToF-cameras are
still very erroneous. Accounting the complex electronic
measuring principle, the measured distances depend on the
exposure time and the reflectivity of the observed objects.
The understanding of these errors and the development of
appropriate error models are crucial for upgrading the ToF-
camera from a sensor to a measurement device. The man-
ufacturers of ToF-cameras handle these problems with dif-
ferent calibration procedures. However, the used calibra-
tion methods are costly because the entire working range is
taken into account although many users only run the camera
within a limited working range. Current ToF-camera cali-
bration approaches perform a linear mapping, assuming the
error to be a fixed pattern noise or adjust range measurement
errors by using look-up-tables or splines.

In contradiction, this work presents a calibration proce-
dure that enables the user to calibrate the distance-related
and the amplitude-related error of a ToF-camera for a de-
sired operating range and in addition determines the extrin-
sic parameters of the ToF-camera. The outline of this paper
is organised as follows: Section 2 discusses related work
with TOF-camera calibration methods. Section 3 develops
the error model, which is used in section 3.3 to derive an
optimal calibration method. Experiments and results of the
calibration approach are presented in section 4 and finally
concluded in section 5.

2. Related Work
Hereafter, the calibration procedure of a ToF-camera is

considered for three distinct sets of parameters. Since the
ToF-camera features a pinhole-camera model, its parame-
ters - optical center, focal length and lens distortion - are
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determined by an intrinsic calibration. Additionally to stan-
dard intrinsic parameters a depth calibration determines the
distance measurement errors of the ToF-camera. Lastly, the
camera’s extrinsic parameters w.r.t. an external positioning
system e.g. a robot or an optical tracking system are deter-
mined. The common procedure according to Zhang [10]
is suggested for the intrinsic calibration of the ToF-camera.
The relationship between measurement points in the image
and their known positions is used to determine the intrin-
sic parameters by utilising common tools e.g. Calde/Callab,
Matlab-Toolbox, or OpenCV. While Kahlmann et al. pro-
pose in [4] and [5] a calibration pattern consisting of filled
white circles on a black background, Fuchs et al. in [2] use
a classic chequer-board pattern. Both procedures are suited
to accurately determine the intrinsic parameters.

By contrast, Beder et al. in [1] develops a different ap-
proach. In addition to the monochromatic images of the
chequer-board Beder et al. incorporates the measured depth
values. Thus, the intrinsic parameters and the pose of the
camera w.r.t. the calibration pattern are determined requir-
ing only a single image. But, since the lens distortion
and distance measurement errors are neglected, this method
yields a lack of precision.

In [5] and [4] Kahlmann et al. identify the distance-
related error at various exposure times and store it for later
corrections in a look-up-table. In [6] Lindner uses B-splines
to describe the distance-related error. Both, Kahlmann and
Lindner determine the distance-related error using a high
precision optical measurement rack.

Furthermore, in [7] Lindner estimates the amplitude-
related error in addition to the distance-related error. Lind-
ner presents a procedure that uses a second monochro-
matic camera instead of a measurement rack. This cam-
era captures images of a chequer-board pattern whose
pose w.r.t. the monochromatic camera is estimated. The
monochromatic camera’s pose w.r.t. the ToF-camera is
known, too. Thus, in a first step the distance-related error
is estimated. In a second step, the amplitude-related error
is determined on a grey-scaled pattern. As a result this pro-
cedures yields an overall precision of 10mm. Actually, for
a closer measurement range (less than 1300mm) 4mm are
indicated.

This paper presents an improved depth calibration pro-
cedure for a ToF-camera featuring two advantages over the
formerly named procedures: Firstly, the calibration simply
bases on the measured values of the ToF-camera (in terms
of amplitude and depth) and on an external positioning sys-
tem, e.g. a robot or optical tracking system. No additional
camera is necessary, the pose of the calibration plane and of
the ToF-camera w.r.t. the positioning system (also referred
to as sensor-to-TCP1-transformation) are determined con-
currently. Secondly, all parameters of the ToF-camera error
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model are estimated simultaneously.

3. Distance-Error-Model

Within the the following sections the error model for the
depth calibration is described. The error model incorpo-
rates three errors: a distance-related error, an amplitude-
related error and a latency-related error. First of all, a short
introduction into the ToF-camera measurement principle is
given. The ToF-camera uses the principle of modulation in-
terferometry. An illumination module attached to the cam-
era emits incoherent near-infrared (NIR) light g(t)

g(t) = cos(ωt) (1)

that is sinusoidal modulated with a frequency ω. This light
illuminates the focused 3D scene. The diffusely remitted
light s(t)

s(t) = k + a cos(ωt + φ) (2)

transports the distance information in terms of a phase-
delay φ w.r.t. the emitted signal g(t). Further, the emit-
ted signal is tagged with the amplitude of remission a and
an unmodulated constant component k resulting from the
background illumination. The phase-delay φ between the
signals g(t) and s(t) can be estimated by the so-called 4-
phase-algorithm. Thereto, the correlation c(τ)

c(τ) = (s ∗ g)(τ) = h +
a

2
cos(ωτ + φ) (3)

between the emitted and remitted signal is computed for 4
internal phase-delays τp = pπ

2 , p = 0, 1, 2, 3. Given the
speed of light c and the frequency of modulation ω, 4 cor-
relations Rp = c(τp) are generated in order to compute the
phase-delay φ

φ = arctan(
R1 −R3

R0 −R2
) , (4)

the amplitude a

a =

√
(R1 −R3)2 + (R0 −R2)2

2
, (5)

and the distance d

d =
cφ

4πω
(6)

for a single pixel.
Let P = {v1, ..., vW } represent W image coordinates

with v = (r, c), where r and c denote the image row and
column. The pairs of N amplitude images and depth im-
ages (with distorted depth measurements) are denoted by
(Ai(v)|i = 1, ..., N) and (Di(v)|i = 1, ..., N) respectively.



Figure 1. The left diagram shows the asymmetric response of an
NIR-LED-signal with different rise and fall times. The impact of
the non-ideal respose of the NIR-LEDs on the correlation of the
LED-signals with the control signal is plotted in the right diagram.
[8]

3.1. Distance-and Amplitude-Related Errors

In the following section the impact of the non-ideal re-
sponse of the NIR-LEDs and the strength of the the remitted
signal on the distance measurement is discussed.

Figure 1 pictures the optical response of a NIR-LED with
its characteristic rising and falling edges. An asymmet-
ric signal with different rise and fall times is recognisable.
It is obvious that the correlation of this LED-signals with
the control signal g(t) results in a non-harmonic sinusoidal
curve w.r.t. g(t) (see Figure 1). Since a harmonic curve
is a basic assumption for the 4-phase-algorithm, applying
this algorithm on non-ideal signals results in a phase-delay-
related and distance-related error respectively.

This systematic distance-related error increases with the
discrepancy between the ideal and non-ideal signals. How-
ever, the distance-related error can be corrected, if the
response of the NIR-LEDs is known. Given that the
NIR-LED signal is reproducible, the distance-related er-
ror is deterministic and can be compensated by a look-
up-table. However, the ToF-camera illumination features
several NIR-LEDs whose responses are hardly to identify.
Thus, the error can be derived from the distance measure-
ments and compensated.

The remitted signal s(t) and emitted signal g(t) are di-
rectly correlated in the solid-state CMOS sensor pixels. The
emitted signal serves the sensor pixel as a reference signal
sτ (t) for the demodulation annotated with a relative phase-
delay τi. The incident photons activate the semi-conductor
to generate electrons that are forced by sτ (t) to accumu-
late in two integrational capacitors where they are stored
and read out by a controller. The difference between these
two integrational capacitors corresponds to the correlation
c(τi) and is proportional to the phase-delay φ. Due to non-
linearities of the semiconductor and in account of imperfect
separation properties a different number of incident photons
at a constant distance causes different distance measure-
ments. Furthermore, this amplitude-related error changes
also with the distance. Within this work the distance- and

amplitude-related errors are joined and approximated by M
penalised splines (Em

d (Di(v))|m = 1...M . The number
M depends on the amplitude grouping. Thereby, every sin-
gle spline represents the distance-related error for an ampli-
tude interval [Im

start, I
m
end]. A single spline Em

d (Di(v)) with
maximum order p

Em
d (Di(v)) = δm

0 + δm
1 Di(v) + ... + δm

p Di(v)p +
K∑

k=1

δp+k(Di(v)− κk)p
+ (7)

is characterised by the spline coefficients
[δm

0 , ..., δm
p , δm

p+1, ..., δ
m
p+k] and the K knot points

{κm
k }K

k=1.

3.2. Latency-Related Error

The phase-delay originates partially from latencies on
the sensor due to signal-propagation-delays and semicon-
ductor properties. Since the emitted and remitted signals
are correlated directly on the sensor array, different laten-
cies for every pixel have to be taken into account. Thus, a
latency-related error El(v)

El(v) = b0r + b1c (8)

is approximated by the parameters b0 and b1.

3.3. Depth Calibration

The overall error C(Di(v), Ai(v), v) is defined by

C(Di(v), Ai(v), v) = Ed(.) + El(.) (9)

and the corrected distance D̂i(v) is denoted by

D̂i(v) = Di(v)− C(Di(v), Ai(v), v) . (10)

Within a calibration step, the set S of error model parame-
ters has to be estimated. S includes the spline coefficients
{δm

0 , ..., δm
p , δm

p+1, ..., δ
m
p+k}M

m=1 and (b1, b2). For the pro-
posed calibration procedure, a robot serves as external po-
sitioning system. The ToF-camera is mounted on the robot
and moved to i = 1, ..., N different poses wTi

t. A chequer-
board pattern is used as calibration plane in order to capture
dark and bright areas. The calibration plane is defined by its
normal nc and its distance dc to the origin of world coordi-
nate system. The poses wTi

t are given by the robot control.
In Figure 2 the setting is sketched. Let Ω transform a dis-
tance value D̂i(v) from the polar sensor coordinate system
to the Cartesian sensor coordinate system and Π(Ω(D̂i(v)))
project a Cartesian depth value Ω(D̂i(v)) with

Π(M(D̂
i
(v))) = Ω(D̂

i
(v))

264
(c−u0)

α
(r−v0)

β

1

375 (11)



Figure 2. Sketch of the experimental setup for depth calibration
and hand-eye-calibration. The calibration plane is measured from
different poses wTi

t. A nonlinear optimisation algorithm is used in
order to estimate the parameter set S including the sensor-to-TCP
transformation tTs, the depth correction parameters and the pose
of the calibration plane (nc, dc) with respect to the world coordi-
nate system.

into a Cartesian sensor coordinate system. The distance f i
v

between an measured point v and the calibration plane in a
single shot i

f i
v = nT

c [ wTi
t
tTs Π(D̂i(v))]− dc (12)

can be estimated with a robot pose wTi
t and a known sensor-

to-TCP transformation tTs as well as a known pose of the
calibration plane (nc, dc). The hand-eye-transformation tTs

and the pose of the calibration wall (nc, dc) are unknown as
well as the distance Di(v)) is erroneous f i

v is not assumed
to be zero. Therefore, S is extended by (nc, dc) and tTs so
that S can be estimated by minimising the error function

F (S) =
1
2

N∑
i=1

∑
v∈P

f i
v(.)

2 (13)

over all shots.

4. Experiments and Results
Experiments are performed with the IFM O3D100

(www.ifm.de) ToF-camera. The O3D100 camera is char-
acterised by a very compact design and protected against
splash water or dust. Thus, the camera is appropriate for
industrial applications. The O3D100 camera has a resolu-
tion of 50 × 64 pixels and covers a measurement range up
to 7500 mm. Furthermore, it features suppression of back-
ground illumination. The standard deviation varies between
2 mm and 8 mm depending on the measured distance. The
intrinsic parameters of the ToF-camera are estimated using
the common tool CalDe/Callab [3].

The IFM O3D100 is added to the experimental setup of
the DLR 3D-Modeler [9] which is attached to the TCP of

Figure 3. Experimental setup of DLR 3D-Modeler with the IFM
O3D100 ToF-camera

Figure 4. Of the overall image set, which is used for the intrinsic,
extrinsic and depth calibration steps, three exemplary images are
shown.

a standard industrial robot, type KUKA KR 16 (see Figure
3 for an image of the sensor configuration). The robot is
moved to different positions in order to capture the required
images. The TCP pose for every image is given by the robot
control with a precision of 1 mm in translation and 0.1◦ in
rotation.

The calibration approach is evaluated by the means of
robustness, precision and validity. 50 shots are captured
at 3 different exposure times (1000 µs, 1500 µs, 2000 µs,
see Figure 4) with different angles and distances to the
plane. S consists of 149 parameters. Besides the extrin-
sic parameters, 8 splines are estimated for depth correc-
tion. The distances vary between 500 mm and 1500 mm.
The real pose of the calibration plane is determined with a
laser range scanner. The laser range scanner is more pre-
cise as a ToF-camera and therefore, assumed to provide
the ground truth: (nc = [0.9982,−0.0588, 0.0023], dc =
1969.01mm). Since the ground truth is also estimated by
the calibration step, it is only measured for verification pur-
poses.



1000µs 1500µs 2000µs
µ σ µ σ µ σ

dc/mm 1969.5 2.6 1968.0 3.1 1973.0 4.2
tx/mm 130.4 5.6 131.3 5.1 130.4 6.0
ty/mm 46.4 3.7 46.1 2.7 43.8 4.1
tz/mm -46.3 5.2 -43.6 4.1 -46.2 5.1

Table 1. Evaluation of robustness. As a result of the applied cali-
bration algorithm on 1000 samples each with 18 randomly selected
shots the mean value µ and standard deviation σ of the calib plane
distance dc and the translational components of the extrinsic pa-
rameters tx,ty ,tz are presented within the table.

1000µs 1500µs 2000µs

µ σ µ σ µ σ

/mm /mm /mm /mm /mm /mm

Stage 1 -12.7 15.3 -14.6 18.9 -44.7 28.5
Stage 2 -1.1 4.5 -1.2 4.8 -0.1 5.7

Table 2. The estimated set S of depth correction parameters is pro-
gressively applied to the measured depth values in order to demon-
strate the increasing precision. The distance error is computed by
substracting the corrected depth values from the ground truth that
is estimated with a laser range scanner. At Stage 1 just a global
distance offset is considered. At Stage 2 the complete error model
is applied.

4.1. Robustness

The analysis of robustness focuses on two questions:
Does the error model assumptions cover the real sensor be-
haviour and is the calibration procedure robust w.r.t. the
chosen shot samples? These issues are investigated by ran-
domly taking a number of shots and applying the proposed
calibration procedure to each. The results are presented in
Table 1. The average poses of the calibration plane and the
sensor’s pose w.r.t. the TCP are determined with an stan-
dard deviation of 5 mm (see Figure 1). The results of dc

meet the measured ground truth and are nearly equal for all
integration times.

The outcomes of this investigation indicate, that the pre-
sented error model covers the real sensor behavior and that
the calibration process is robust w.r.t. the chosen shot sam-
ples and different integration times.

4.2. Precision

Secondly, the precision is investigated. Initially, the cal-
ibration procedure is applied to a representative sample of
shots. Figure 5 plots the resulting correction splines. This
calibration result is analysed by two methods. At first,
the calibrated depth measurements are projected into the
world coordinate system. If these measurements were er-
ror free and the sensor-to-TCP transformation was correct,

Figure 5. The resulting splines of a depth calibration are plotted.
Every spline represents the depth correction for a special ampli-
tude and distance interval. The curves indicate, that the distance
correction increases with the amplitude interval, that is covered by
a spline. (the higher the amplitude, the brighter the spline) Fur-
thermore, an overall sinusoidal curve of the distance-related error
is apparent.

1000µs 1500µs 2000µs

µ/◦ σ/◦ µ/◦ σ/◦ µ/◦ σ/◦

Stage 1 3.6 2.2 3.4 2.1 5.0 2.3
Stage 2 1.6 1.0 1.6 1.4 2.6 1.73

Table 3. The estimated set S of depth correction parameters is ap-
plied to the measured depth values demonstrating the increasing
precision. The covariance of a measured point cloud is computed
in order to estimate the pose of this plane. The table lists the av-
erage angle with that all planes subtend each other. At Stage 1
just a global distance offset is considered. At Stage 2 all errors are
corrected.

the measured planes would fit perfectly. Hence, the dis-
tances and angles between these planes would be zero. This
method is suited to evaluate the angle precision of the es-
timated sensor-to-TCP transformation. At second, the cali-
brated depth measurements of the calibration plane are pro-
jected into the world coordinate system and compared to the
ground truth measured by the laser scanning system.

As shown in Table 2 and 3 the precision increases ap-
plying the depth calibration. An average precision of 2◦

and 1 mm with a standard deviation of 5 mm is reached.
The investigations verify the calibration results to be very
precise. In Figure 6 the uncalibrated and calibrated mea-
surement data is plotted exemplarily.



Figure 6. Both diagrams plot the distance measurement error for
each single pixel referred to the ground truth measured with a laser
scanner. The pixels are grey-scaled with their amplitude values
(the lower, the darker). The uncalibrated measurements in the left
diagram enclose the distance and amplitude related error that is
corrected within the right diagram.

Figure 7. Validity of calibration. The left image depicts the recon-
structed cube and the matching cube faces. The gridsize is 50 mm.
The two right graphs point out the improvement of correcting the
amplitude related error. While the left plane is rough because of
the different distance measurements for dark and bright areas, the
right plane is smoother.

4.3. Validity

In the following, the validity for a different working
range is analysed. Therefore, a cube standing on a chequer-
board is circumferentially (270◦) observed from a number
of different poses. The result is plotted in Figure 7. The fig-
ure shows a good alignment of all measurements. The size
of the cube nearly meets the real size of 140 mm. Further-
more, the correction of the amplitude-related error is illus-
trated in Figure 7.

5. Conclusion

Within this work a novel calibration procedure is pre-
sented. The calibration procedure simultaneously estimates
the distance parameters and the the extrinsic parameters
for a ToF-camera, requiring only the distance and ampli-
tude measurements w.r.t. an external positioning system.
Neither a ground truth e.g. from a high end measurement
rack nor an additional monochromatic camera are needed.
The calibration procedure considers the distance-related,

the amplitude-related and the latency-related error simul-
taneously. Thus, the calibration procedure is simplified. As
a result, the robustness and the achievable precision of this
calibration method are demonstrated exemplarily with an
O3D100 ToF-camera. An overall mean precision of 1 mm
and 2◦ is achievable and recommends the ToF-cameras for
precise robotic applications e.g. visual servoing or grasping
tasks.
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