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Abstract

We propose a learning-based hierarchical approach of
multi-target tracking from a single camera by progressively
associating detection responses into longer and longer
track fragments (tracklets) and finally the desired target tra-
jectories. To define tracklet affinity for association, most
previous work relies on heuristically selected parametric
models; while our approach is able to automatically select
among various features and corresponding non-parametric
models, and combine them to maximize the discriminative
power on training data by virtue of a HybridBoost algo-
rithm. A hybrid loss function is used in this algorithm be-
cause the association of tracklet is formulated as a joint
problem of ranking and classification: the ranking part
aims to rank correct tracklet associations higher than other
alternatives; the classification part is responsible to reject
wrong associations when no further association should be
done. Experiments are carried out by tracking pedestrians
in challenging datasets. We compare our approach with
state-of-the-art algorithms to show its improvement in terms
of tracking accuracy.

1. Introduction

The aim of multi-target tracking is to infer target trajec-

tories from image observations in a video. It is a highly

challenging problem in crowded environments where oc-

clusions are frequent and many targets have similar ap-

pearance and intersecting trajectories. In such situations,

tracking approaches that make online decisions on a frame-

by-frame basis [1][2] may yield identity switches and tra-

jectory fragmentations due to ambiguous and noisy obser-

vation. Considering more frames and performing global

inference can give improved results. This has led to de-

velopment of Data Association based Tracking (DAT) ap-

proaches [3][4][5][6][7][8], which link short track frag-

ments (i.e., tracklets) or detection responses into trajectories

by global optimization based on position, size and appear-

ance similarity.

There are two main components in DAT approaches: one

Figure 1. Sample tracking result of our approach.

is a tracklet affinity model that measures the likelihood that

two tracklets belong to the same target; the other is the

association optimization framework that determines which

tracklets should be linked based on tracklet affinity mea-

surements. While many algorithms have been proposed for

the latter component (Hungarian algorithm [7], Linear Pro-

gramming [4] and cost-flow network [6] are few represen-

tatives), there has been much less effort in improving the

affinity model. Commonly used affinity models are sim-

ple parametric models, e.g., zero-mean Gaussian distribu-

tions for object position change and distance between color

histograms. Moreover, in many cases, the model param-

eters and the relative weights of different cues are deter-

mined based purely on prior knowledge or human observa-

tion of the data. When the application environment changes

or multiple cues such as appearance, motion, and context

are fused into one affinity model, the effort and expertise

required in manual model tuning becomes unaffordable.

We propose an algorithm for learning an affinity model

in DAT. Tracklet association is viewed as a joint prob-

lem of ranking and classification. The ranking part should

rank the correct association higher than the wrong ones,

while the classification part should reject further associa-
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Figure 2. Approach overview.

tions when not necessary. To learn an affinity model which

has the above capabilities, we develop a new boosting algo-

rithm called HybridBoost, which combines the merits of the

RankBoost algorithm [9] and the AdaBoost algorithm [10].

By minimizing a hybrid loss function on training data, a

strong ranking classifier 1 is boosted from a pool of weak

ranking classifiers. Each weak ranking classifier is based

on a single type of evidence (feature) for tracklet affinity

measurement such as the differences between appearance

descriptors, motion smoothness and the frame gap between

a pair of tracklets. Model parameters of each feature and its

voting weight in the strong ranking classifer are automati-

cally learned based on the training data.

We adopt a hierarchical association framework similar

to that of [8]. As shown in Figure 2, tracking is divided

into multiple stages to progressively associate tracklets. The

min-cost flow method [6] is used for optimization at each

stage. Correspondingly, training is also done stage-wise: a

strong ranking classifier is learned for each stage to compute

the affinity between any two tracklets. One can think of this

as being analogous to a cascade classifier, in the sense that

the cascade classifier rejects false positives stage by stage,

while our tracker gradually reduces trajectory fragmenta-

tion.

The rest of the paper is organized as follows. Related

work is discussed in Section 2. The problem formulation

and optimization framework are given in Section 3. Section

4 describes the HybridBoost algorithm and the training of

strong ranking classifiers as the affinity models. Experimen-

tal results are shown in Section 5 and Section 6 concludes

the paper.

1We call it a ranking classifier since it has the functionality of both a

ranker and a classifier.

2. Related work
To resolve the ambiguity in multi-target tracking, Multi-

Hypothesis Tracking [11] and Joint Probabilistic Data As-

sociation Filters [12] are among the earliest to propose in-

ference over multiple targets by looking at a longer period

of time in contrast to frame-by-frame tracking. However,

the search space of these methods grows exponentially with

the number of frames. To overcome this, a category of Data

Association based Tracking algorithms (DAT) has emerged.

[3] combines Dynamic Programming with a greedy strat-

egy to optimize one trajectory at a time. [4][5][6][7][8] aim

at simultaneously optimizing all tracks in polynomial time

by tailoring various optimization algorithms such as Lin-

ear Programming [4], Quadratic Boolean Programming [5],

min-cost flow [6] and Hungarian algorithm [7] or its hierar-

chical version [8].

Although great progress has been made in global opti-

mal data association, the affinity model (also referred to as

link probability or association cost) of DAT has received

relatively little attention. In previous work, the cues used to

provide affinity measure include appearance (e.g., color his-

togram similarity), motion (e.g., speed), and frame gap be-

tween two tracklets. Typically, a simple parametric model

is used for each cue (e.g., Euclidean distance [2], sin-

gle Gaussian distribution [6] and stump function for max

speed [4]). The models are combined by product [6] or

weighted sum [4]. Parameters are obtained empirically and

in many cases, manually. To the best of our knowledge,

there has been no extensive use of machine learning algo-

rithm in building the affinity model, except for computing

simple statistics such as the mean and variance of appear-

ance difference and detection rate [6][8].

3. MAP formulation for Tracklet Association
In our approach, several stages of data association are

performed hierarchically to progressively grow the tracklets
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as in [8]. At stage k, given the tracklet set T k−1 = {T k−1
i }

from the previous stage, the tracker tries to link the tracklets

into longer ones that constitute a new tracklet set T k =
{T k

j }, in which T k
j = {T k−1

i0
, T k−1

i1
, · · · , T k−1

ilj
}.

To obtain an optimal association result, following [8], we

formulate this process as an MAP problem

T k∗ = argmax
T k

P (T k−1|T k)P (T k)

= argmax
T k

∏

T k−1
i ∈T k−1

P (T k−1
i |T k)

∏

T k
j ∈T k

P (T k
j ), (1)

and model P (T k
j ) as Markov Chains. Thus we have

T k∗ = argmax
T k

∏

T k−1
i :∀T k

j ∈T k,T k−1
i /∈T k

j

P−(T k−1
i )

∏

T k
j ∈T k

[
Pinit(T k−1

i0
)P+(T k−1

i0
)Plink(T k−1

i1
|T k−1

i0
) · · ·

Plink(T k−1
ilk

|T k−1
ilk−1

)P+(T k−1
lk

)Pterm(T k−1
ilk

)
]
, (2)

where P+(T k−1
i ) is the likelihood that T k−1

i is a true track-

let and P−(T k−1
i ) is the likelihood that it is a false tracklet.

Both can be modeled by Bernoulli distribution given the de-

tection precison and tracklet length [6][8]. Pinit(T ) and

Pterm(T ) are the initialization and termination probability,

while Plink(T |T ′) is the transition probability. Notice that

some tracklets given by the previous stage may be excluded

from the optimal tracklet set T k∗ as being false tracks.

By defining an inner cost and a transition cost as

LI(T k−1
i ) = ln

Pinit(T k−1
i )P+(T k−1

i )Pterm(T k−1
i )

P−(T k−1
i )

,

LT (T k−1
j |T k−1

i ) = ln
Plink(T k−1

j |T k−1
i )

Pterm(T k−1
i )Pinit(T k−1

j )
, (3)

we can rewrite (2) as

T k∗ = argmax
T k

∏

T k−1
i ∈T k−1

P−(T k−1
i )

∏

T k
j ∈T k

[
eLI(T k−1

i0
)

eLT (T k−1
i1

|T k−1
i0

)eLI(T k−1
i1

) · · · eLI(T k−1
ilk

)
]

= argmax
T k

∑

T k
j ∈T k

[
LI(T k−1

i0
) + LT (T k−1

i1
|T k−1

i0
)

+ LI(T k−1
i1

) · · ·+ LI(T k−1
ilk

)
]
. (4)

The cost-flow method [6] and the Hungarian method [8]

have shown their efficiency in solving this MAP problem.

However, how to compute those probabilities (or costs) still

remains arguable. In particular, LT (T k−1
j |T k−1

i ), as the

affinity measurement between two tracklets, plays the most

important role in the tracklet association. In the coming sec-

tion, the HybridBoost algorithm is proposed to learn strong

ranking classifiers for the computation of this crucial tran-

sition cost.

4. Affinity model for association

In this section we show that the association affinity

model has the property of both a ranking function and a

binary classifier, and propose a hybrid boosting algorithm

to solve the ranking and classification problems simultane-

ously. Following that we give our design of feature pool,

weak learner and training process.

4.1. The HybridBoost algorithm

A classic ranking problem involves an instance space

X and a ranker H which defines a linear ordering of in-

stances in X . H typically takes the form of H : X → R.

Training data is given as a set of instance pairs R =
{〈xi, xj〉|xi, xj ∈ X}, meaning that xj should be ranked

higher than xi, i.e. H(xj) > H(xi). The goal is to find an

H which describes the desired preference or ranking over

X indicated by the data. RankBoost [9] is an algorithm de-

veloped for this purpose, which has been applied to web

search, face recognition and other tasks.

The tracklet association problem can be mapped to the

ranking problem as follows. Define the instance space to

be X = T × T , where T is the set of tracklets to per-

form association on. For tracklets T1, T2, T3 ∈ T , if track-

let T1 should be linked to T2 to form a correct trajectory,

and T1 and T3 should not be linked (e.g. belong to different

targets), then there is a ranking preference H(〈T1, T2〉) >
H(〈T1, T3〉). Therefore H can be used to compute the tran-

sition cost LT (T |T ′) in (3).

Moreover, in the tracking problem, the affinity model

is not limited to keeping the relative preference over any

two tracklet pairs, but also needs to output a low value for

any tracklet pair that should not be associated. To see why

this is necessary, let T be the terminating tracklet of a tar-

get trajectory, the affinity model should prevent associat-

ing T to any other tracklet T ′. In this case, no relative

ranking preference is present, but it is desirable to keep

H(〈T, T ′〉) < ζ,∀T ′ ∈ T , where ζ is a certain rejection

threshold. In this sense, this is no longer a simple ranking

problem but a combination of ranking and binary classifica-

tion.

To solve the two problems simultaneously, we combine

RankBoost [9] with Adaboost [10] to form a HybridBoost

algorithm. The training set includes both a ranking sample

set R and a binary sample set B. The ranking sample set is

denoted by

R = {(xi,0, xi,1)|xi,0 ∈ X , xi,1 ∈ X}, (5)
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where xi,0 and xi,1 each represent a pair of tracklets as a

candidate for association , and (xi,0, xi,1) ∈ R indicates

that the association of xi,1 should be ranked higher than

xi,0. The binary sample set is denoted by

B = {(xj , yj)|xj ∈ X , yj ∈ {−1, 1}}, (6)

where yj = −1 means that the corresponding xj should not

be associated at any time, while yj = 1 means the contrary.

In Section 4.3, we will discuss how to generate the training

sets.

A new loss function for boosting is defined as a linear

combination of ranking loss and binary classification loss:

Z = β
∑

(xi,0,xi,1)∈R
w0(xi,0, xi,1) exp

(
H(xi,0)−H(xi,1)

)

+(1− β)
∑

(xj ,yj)∈B
w0(xj , yj) exp

(
− yjH(xj)

)
, (7)

where β is a coefficient to adjust the emphasis on either

part (choice of β discussed in Section 5.3). w0 is the initial

weight of each sample, which will be updated during boost-

ing. The goal is to find an H(x) that minimizes Z. As in

traditional boosting, H is obtained by sequentially adding

new weak ranking classifiers. In the t-th round, we try to

find an optimal weak ranking classifier ht : X → R and its

weight αt that minimizes

Zt = β
∑

(xi,0,xi,1)∈R
wt(xi,0, xi,1) exp

(
αt(ht(xi,0)− ht(xi,1))

)

+(1− β)
∑

(xj ,yj)∈B
wt(xj , yj) exp

(
− αtyjht(xj)

)
, (8)

and update the sample weight according to ht and αt to

emphasize difficult ranking and binary samples. The final

strong ranking classifier is the weighted combination of the

selected weak ranking classifiers: H(x) =
∑n

t=1 αtht(x),
where n is the number of boosting rounds. The algorithm

of HybridBoost is shown in Table 1.

Because of the hybrid form of our loss function, H(x)
has the merits of both a ranker and a classifier. When used

in the affinity model, for any pair of tracklets x = (T1, T2),
we define the transition cost in (3) as

LT (T2|T1) =
{ H(x) if H(x) > ζ,
−∞ otherwise. (9)

where ζ is a threshold which can conveniently control

the trade off between trajectory fragmentation and risk of

wrong association (ID switches). The default ζ learned by

boosting is 0, which we use for all our experiments.

4.2. Feature pool and weak learner

The boosting algorithm works with a feature pool and a

weak learner. Each feature is a function f : X → R, namely

Input: ranking sample set R = {(xi,0, xi,1)|xi,0 ∈ X , xi,1 ∈ X},

binary sample set B = {(xj , yj)|xj ∈ X , yj ∈ {−1, 1}}.

Output:Strong ranking classifier H : X → R.

Initialize sample weight:
For each ranking sample (xi,0, xi,1), w0(xi,0, xi,1) = β

|R| .
For each binary sample (xj , yj), w0(xj , yj) = 1−β

|B| .

For t = 1, . . . , n do:
• On the current sample distribution, find optimal weak ranking clas-

sifier ht : X → R and its weight αt by weak learner (Table 2).

• Update sample weight:

For each ranking sample (xi,0, xi,1),

wt(xi,0, xi,1) = wt−1(xi,0, xi,1) exp[αt(ht(xi,0)− ht(xi,1))].

For each binary sample (xj , yj),

wt(xj , yj) = wt−1(xj , yj) exp[−αtyjht(xj)].

• Normalize sample weight.

Output the final strong ranking classifier: H(x) =
Pn

t=1 αtht(x).

Table 1. HybridBoost algorithm.

it takes a pair of tracklets x = 〈T1, T2〉 as input and outputs

a real value. The criterion for constructing the feature pool

is to include any cue that can provide evidence for whether

to associate two tracklets or not. In our implementation, five

categories of 14 types of feature are used (Table 3); more

can be added easily if necessary.

The weak learner aims at finding the optimal (h, α) to

minimize the training loss Z in each boosting round. We use

the stump function on a single feature as the weak ranking

classifier:

h(x) =
{ 1 if f(x) > η,
−1 otherwise. (10)

h(x) monotonically increases with f(x) because we use

prior knowledge to pre-adjust the sign of each feature, e.g.,

for the appearance feature, the smaller the χ2 distance be-

tween two tracklets’ color histograms is, the more likely

that T1 and T2 should be associated.

To learn the optimal (h, α), we enumerate all the possi-

ble features f and a number of promising candidate thresh-

olds η. Since h is fixed given f and η, we then compute

α̂ = argmin
α>0

Z(α). (11)

The algorithm of the weak learner is given in Table 2. To

make the search for η and computation of Z more efficient,

we build an adaptive histogram of the current training sam-

ple distribution on each feature f .

4.3. Training process

As mentioned in Section 3, we use multiple stages of

data association, and for each stage an affinity model is

learned. We hereby describe training sample generation for

a single stage.
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Input: ranking sample set R = {(xi,0, xi,1)|xi,0 ∈ X , xi,1 ∈ X}; bi-

nary sample set B = {(xj , yj)|xj ∈ X , yj ∈ {−1, 1}}; current weight

w of each sample.

Output:weak ranking classifier h : X → R and its weight α.

Initialize optimal loss Z∗ = ∞.

For each feature f ∈ feature pool F do:
For each candidate feature value threshold η do:

• Define h(x) =
n 1 if f(x) > η,

−1 otherwise.

• Compute loss function Z as a function of α on current sample

distribution:

Z(α) = β
P

i w(xi,0, xi,1) exp [α(h(xi,0)− h(xi,1))]

+(1− β)
P

j w(xj , yj) exp [−αyjh(xj)]

• Compute α̂ = argmin
α>0

Z(α), e.g., by Newton’s method.

• If Z(α̂) < Z∗, let Z∗ = Z(α̂), α∗ = α̂, h∗ = h.

Output the optimal weak ranking classifier and its α: h∗(x) and α∗.

Table 2. Weak learner algorithm.

Id Feature description

L
en

g
th

1 Length of T1 or T2.

2 Number of detection responses in T1 or T2.

3 Number of detection responses in T1 or T2 divided

by length of T1 or T2.

A
p

p
ea

ra
n

ce 4 χ2 distance between color histograms of the tail part

of T1 and the head part of T2.

5 The color histogram consistency of the object in the

gap between T1 and T2 (the trajectory within the gap

is interpolated assuming that T1 and T2 belong to the

same object).

G
ap

6 Frame gap between T1’s tail and T2’s head.

7 Number of miss detected frames in the gap between

T1 and T2.

8 Number of frames occluded by other tracklets in the

gap between T1 and T2.

9 Number of miss detected frames in the gap divided

by gap length.

10 Number of frames occluded in the gap divided by gap

length.

E
n

tr
y

E
x

it 11 Estimated time from T1’s head to the nearest entry

point.

12 Estimated time from T2’s tail to the nearest exit point.

M
o

ti
o

n 13 Motion smoothness in image plane if connecting T1

and T2.

14 Motion smoothness in ground plane if connecting T1

and T2.

Table 3. The list of feature types.

Let the tracklet set from the previous stage be T and the

groundtruth track set be G. First we compute a mapping

ϕ : T → G ∪ {Gø}, (12)

so that ϕ(T ) = G ∈ G indicates tracklet T is a correct

tracklet matched with groundtruth track G, while ϕ(T ) =
Gø indicates T is a false tracklet.

For each Ti ∈ T , if ϕ(Ti) = G 	= Gø, we consider

two possible association involving Ti: 1) connecting Ti’s

tail to the head of some other tracklet after Ti which is also

matched to G; 2) connecting Ti’s head to the tail of some

other tracklet before Ti which is also matched to G.

For the first case, the possible correct association pairs

and incorrect ones can be represented respectively by

X tail
i,1 = {〈Ti, Tj〉|ϕ(Tj) = G, Ti is linkable to Tj}, (13)

X tail
i,0 = {〈Ti, Tj〉|ϕ(Tj) 	= G, Ti is linkable to Tj}. (14)

Here Ti is linkable to Tj if and only if Ti occurs before Tj

and the frame gap between them does not exceed the max

allowed frame gap in the current association stage.

According to the definition of ranking problem, X tail
i,0 ×

X tail
i,1 will be valid ranking training samples. Similarly for

connecting Ti’s head with another tracklet’s tail, we have

X head
i,1 = {〈Tj , Ti〉|ϕ(Tj) = G, Tj is linkable to Ti}, (15)

X head
i,0 = {〈Tj , Ti〉|ϕ(Tj) 	= G, Tj is linkable to Ti}, (16)

and X head
i,0 ×X head

i,1 are ranking samples as well.

Therefore the ranking training sample setR is

R=
⋃

Ti∈T

(
X tail

i,0 ×X tail
i,1

)
∪
(
X head

i,0 ×X head
i,1

)
. (17)

As for the binary classification samples, positive samples

include all the correct association pairs:

B1 =
⋃

Ti∈T

(
X tail

i,1 ∪ X head
i,1

)
× {1}. (18)

The negative samples are collected from those cases when

all association choices are incorrect, to enforce the classifi-

cation function to reject all of them:

B−1 =
( ⋃

Ti ∈ T ,

X tail
i,1 = ∅

X tail
i,0 × {−1}

)
∪
( ⋃

Ti ∈ T ,

X head
i,1 = ∅

X head
i,0 × {−1}

)
.

(19)

Finally the binary classification sample set is a union of the

two:

B= B1 ∪ B−1. (20)

Just as in the actual tracking process, training is also

performed in a hierarchical way. As shown in Figure 2,

for stage k, training consists of three steps: 1) use the

groundtruth G and the tracklet set Tk−1 obtained from stage

k − 1 to generate ranking and binary classification samples

as described above; 2) learn a strong ranking classifier Hk

by the HybridBoost algorithm; 3) apply the tracker using

Hk as the affinity model to perform association on Tk−1

and generate Tk, which is input to the next stage. This cy-

cle is performed k times to build a k-stage tracker.
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5. Experimental results
We applied our approach to human tracking and carried

out the experiments on the CAVIAR dataset [13] and the

TRECVID08 dataset [14] which features a much more chal-

lenging airport scene.

5.1. Implementation details

Given the detection results, we use the dual-threshold

strategy to generate short but reliable tracklets on a frame-

to-frame basis as done in [8]. After that, four stages of as-

sociation are used. The maximum allowed frame gap for

tracklet association in each stage is 16, 32, 64 and 128 re-

spectively. For each stage, an affinity model (a strong rank-

ing classifier H with 100 weak ranking classifiers) is trained

to compute the transition cost LT (T |T ′), and the inner cost

LI(T ) in (3) is calculated in the way proposed by [8]. The

combination coefficient β of the hybrid loss function in (8)

is set to 0.75 for evaluation. The threshold ζ of each strong

ranking classifier controls the tradeoff between fragmenta-

tion and ID switch. It can be either selected automatically

based on training data or specified by the user. We simply

use ζ = 0 for all the strong ranking classifiers. There is no

other parameter that needs human intervention.

5.2. Evaluation metrics

The evaluation metrics we use are listed in Table 4. A

program is written to compute the metrics automatically.

The key part of the evaluation program is the matching be-

tween groundtruth and tracking result, which is non-trivial

itself. We implemented this part by Hungarian algorithm

based on the the VACE evaluation software [15].

Our definitions of track fragments and ID switches are

slightly different from those of [6] and [2] (referred to as tra-

ditional metric) as shown in Figure 3. Traditional ID switch

is defined as “two tracks exchanging their ids”. However

the case in Figure 3(b) is not well-defined: TRK 1’s iden-

tity changed but was not “exchanged” with others. We

hereby define ID switch as a tracked trajectory changing

its matched GT ID, e.g. in (a) there are two ID switches

by our metric. Similar modification is made to the defini-

tion of fragments. Our definition is easier to implement but

more strict and gives higher numbers in fragments and ID

switches.

5.3. Analysis of the training process

Best features. For all of the four trained affinity models,

the first three features selected in boosting are from motion

smoothness (feature type 13 or 14), color histogram simi-

larity (feature 4) and number of miss detected frames in the

gap between the two trackelts (feature 7 or 9).

Strong ranking classifier output. Typically one strong

ranking classifier includes multiple stump weak ranking
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Figure 3. Illustration of fragment and ID switch definitions.

Name Definition
Recall (Frame-based) correctly matched objects / total groundtruth objects.

Precision (Frame-based) correctly matched objects / total output objects.

FA/Frm (Frame-based) No. of false alarms per frame. The smaller the better.
GT No. of groundtruth trajectories.

MT% Mostly tracked: Percentage of GT trajectories which are covered by

tracker output for more than 80% in length.

ML% Mostly lost: Percentage of GT trajectories which are covered by tracker

output for less than 20% in length. The smaller the better.
PT% Partially tracked: 1.0-MT-ML.

Frag Fragments: The total of No. of times that a groundtruth trajectory is

interrupted in tracking result. The smaller the better.
IDS ID switches: The total of No. of times that a tracked trajectory changes

its matched GT identity. The smaller the better.

Table 4. Evaluation metrics.

classifiers on the same feature but with different thresholds.

By combining them, the output on one feature takes the

form of a piece-wise function. Figure 4 shows the output on

two features (the color histogram similarity and the motion

smoothness in image plane) learned in each stage. We can

see that in early stages, very high appearance similarity is

required for association; while in later stages the constraint

becomes looser, allowing more tracklets to be linked. For

motion smoothness, a decrease of importance of this feature

is observed, because in later stages, tracklets are longer and

more stable, the affinity model is placing more importance

on motion smoothness in ground plane.

Choice of β. In the hybrid loss function in equation

(8), β is used to adjust the relative weights of the ranking

part and the classification part. We tested trackers trained

with different β, as shown in Figure 5. The best results are

achieved by HybridBoost with β around 0.5 to 0.75, which

outperforms the pure AdaBoost (β = 0) or pure RankBoost

(β = 1).

5.4. Tracking performance

We report our tracking performance on 20 videos from

the CAVIAR set2, and 9 videos from the TRECVID08 set,

which are from three different scenes, each of 5000 frames

in length and different from the training data.

Table 5 shows the comparison among our approach, the

hierarchical Hungarian algorithm based approach of [8]3,

2Results of [2] and [6] are reported on these 20 videos in [6].
3Results obtained by courtesy of authors of [8]. The high-level associa-
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Figure 4. Comparison of Hk(x)’s output on one single feature in different stages. Here we show two of the most used features: χ2 distance

of color histogram and motion smoothness in image plane. The horizontal axis is feature value, the vertical axis is the output.
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Figure 5. Tracking performance on TRECVID08 test set, using

trackers trained with β = 0 (pure AdaBoost), 0.25, 0.5, 0.75 and

1 (pure RankBoost).

the multi-hypothesis approach of [2] and the min-cost flow

approach of [6] on the CAVIAR dataset. Among the four,

our method achieves the best recall rate and the smallest

numbers of fragments and ID switches. Our false alarm

number per frame is 0.05 higher than the method of [6], but

our recall rate is 12% higher. As for [8], which uses similar

optimization framework as our approach, although its per-

formance is already very good, our approach still reduces

the mostly lost rate by 80% and improves the fragments

by 69%, showing the effectiveness of the learned affinity

model.

Since the CAVIAR set is relatively easy for our ap-

proach, we further test it on the much more challenging

TRECVID08 dataset. This dataset features several airport

scenes. They are crowded (10 to 30 people in each frame)

and with very heavy inter-object occlusions and interac-

tions. Table 6 shows the comparison between our approach

and [8] on this test set. With only 10 more ID switches,

our method gives 177 fewer fragments. Our recall rate is

nearly 10% higher and the precision is also 3% higher. The

mostly lost trajectories are reduced by 67% and the partially

tracked trajectories reduced by nearly 40%.

tion part of their approach which involves the inference of scene occluders

is excluded.

Method Recall FA/Frm GT MT PT ML Frag IDS
Wu et al. [2] 75.2% 0.281 140 75.7% 17.9% 6.4% 35* 17*

Zhang et al. [6] 76.4% 0.105 140 85.7% 10.7% 3.6% 20* 15*

Huang et al. [8]3 86.3% 0.186 143 78.3% 14.7% 7.0% 54 12

Ours 89.0% 0.157 143 84.6% 14.0% 1.4% 17 11

Table 5. Results on subset of CAVIAR (20 videos selected by [6]).
Numbers in the first two row are from [6]. Our GT trajectory number is higher
than that used in [6] possibly because our minimal allowed GT object size is larger.
* Fragment and ID switch numbers in [2] and [6] are evaluated using different metric
definition from ours; our definition is more strict, see Section 5.2.

Method Recall Precision GT MT PT ML Frag IDS
Huang et al. [8]3 71.6% 80.8% 919 57.0% 28.1% 14.9% 487 278

Ours 80.0% 83.5% 919 77.5% 17.6% 4.9% 310 288

Table 6. Results on TRECVID08 testing set.

Some sample results are shown in Figure 6. (a) shows

a man (pointed by a green arrow) walking against a crowd.

He is correctly tracked through several instances of partial

and full occlusion. Also, the tracker does not miss any per-

son in the crowd. (b) features a scene with many small tar-

gets with different motion patterns: some are standing or

lingering, others are walking across the hall; the tracker suc-

ceeds in tracking the targets through frequent inter-object

occlusion (yellow and green arrows point to two examples).

(c) compares the result of our tracker and that of [8]. The

two targets are consistently tracked by our method while the

other method experienced several instances of ID switches

and target lost.

6. Conclusion and future work

We proposed a HybridBoost algorithm to learn the affin-

ity model as a joint problem of ranking and classification.

The affinity model is integrated in a hierarchical data asso-

ciation framework to track multiple targets in very crowded

scenes. Promising results are shown on challenging data

sets, and comparison with existing approaches is given.

Further improvement can be achieved in several directions.
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Frame 3420                                              Frame 3440                                              Frame 3450                                            Frame 3490

Frame 3495                                              Frame 3545                                              Frame 3560                                            Frame 3620

Frame 2130                                              Frame 2320                                              Frame 2370                                            Frame 2480

Id of the man changed Id of the man changed, 
the woman is lost

Id 109 switched from 
the man to the woman, 

the man is lost

(a)

(b)

(c)

Figure 6. Sample results on TRECVID08 test videos. (a), (b) and (c) are from different scenes. The first row of (c) shows result of our

approach and the second row shows result of the approach in [8].

More affinity features can be added, such as similarity of

part appearance in addition to overall appearance. The

learning algorithm should be able to learn the most impor-

tant parts and assign proper weights to them. Also, other

forms of weak ranking classifier can be explored to enhance

to discriminative power of the strong ranking classifier.
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