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Abstract

Exaggerated defocus can not be created with an ordi-
nary compact digital camera because of its tiny sensor size,
so it is hard to take pictures that attract a viewer to the
main subject. On the other hand, there are many methods
for controlling focus and defocus of previously taken pic-
tures. However, most of these methods require purpose-built
equipment such as a camera array to take pictures. There-
fore, in this paper, we propose a method to create images
focused at any depth with arbitrarily blurred background
from the set of images taken by a handheld compact digital
camera moved randomly. Using our method, it is possible to
produce various aesthetic blurs by changing the size, shape
or density of the blur kernel. In addition, we confirm the
potential of our method through a subjective evaluation of
blurred images created by our system.

1. Introduction

Appropriate blurring of background or non-principal ob-
jects is important for most photographs to attract viewers’
attention to the main subject. Also the defocus has an influ-
ence on the impressions of pictures such as tender feelings,
so controlling the amount of defocus is an important tech-
nique for most professional photographers. On the other
hand, imaging devices have been shrinking as digital cam-
eras have grown popular, and it is hard to design a lens as
large as that of a film-based camera. In general, the size
of the aperture is proportional to the size of the imaging
device when we keep both field of view and f-number the
same. Therefore, the size of the imaging device is essential
to the flexibility of defocus control, but large imaging de-
vices comparable to the film are very expensive while the
quality of the image from a point-and-shoot digital camera
is sufficient for most purposes.

The process of adjusting focus and defocus is another
issue of photography. Since the relationships among the
aperture, distance, field of view and defocus are nonlinear
and difficult to model, photographers often adjust these pa-

rameters to control the amount of defocus by trial and er-
ror. More intensive techniques for defocus control such
as the combination of shift, tilt and swing of the lens can
only be used by well-trained photographers using an un-
common camera with traditional bellows. Therefore, many
researchers have tackled the “refocus” technique to control
focus and defocus after taking photographs.

The lens is a device to arrange all incoming rays onto a
2-D image plane. Since each incoming ray has four degrees
of freedom(direction and translation of a line), which part
of the rays are collected to each pixel on a two dimensional
plane is a problem. Hence, the most straightforward way
to refocus is to sample all of the incoming rays separately.
Isaksen[4] has addressed various merits of refocusing tech-
niques as an application of multi-camera array, and nowa-
days several camera arrays are available commercially such
as ProFUSION25[12].

The light field can be sampled using a single lens with a
modified image sensor. Ng[9] altered the camera by insert-
ing a micro lenslet array just in front of the image plane.
Then each pixel has a correspondence not only with the
viewing direction but also the viewpoint on the aperture of
the lens. In other words, the light field captured by the cam-
era can be reassembled to form various images with differ-
ent focusing depths, amounts of defocus or slight changes
of the viewpoint. However, the size of equipment which de-
termines the area of sensing surface limits the amount of de-
focus in principle, if we use blur generating methods based
on the rearrangement of light field. In this sense, the light
field captured by a single-lens camera does not magnify the
radius of defocus which is possible with the original cam-
era. Fortunately, in most cases, types of photographs that
require significant amount of defocus are a still life photos,
so we could replace the camera array by multiple shots with
a camera on numerically controlled translation stages[6] ex-
cept for the portraits. This is better than camera arrays in
respect of the cost and flexibility, but still very specialized
and not widely available for general camera users.

The aesthetic aspect of defocus, which is also commonly
referred to as “bokeh”, is also an important consideration
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to leverage its potential. When we use high-quality lenses
without evident aberration, the image of a defocused point
light source is similar to the shape of the aperture which
is usually just a circle with uniform transparency inside.
However, such a shape of point spread function is actually
not ideal, because it has a hard edge around the circle and
high spatial frequency components are still preserved after
blurring. Therefore, some solutions for this problem have
been offered by lens manufacturers. For instance, the DC-
Nikkor lens made by Nikon has a function to change the
property of spherical aberration slightly to soften the defo-
cus for either background or foreground. Minolta and Sony
have also provided STF lens for an extraordinarily smooth
defocus[10] by incorporating a concentric graded filter to
absorb the light passing through the peripheral of the aper-
ture. However, such lenses are not cheap, and only tele-
photo models are available on the market.

In consequence, we already have lots of previous stud-
ies to control focus and defocus, but special equipment is
always necessary and closely associated to each method.
Furthermore, the aesthetic aspect of the defocus is not well
considered in most methods for refocusing. Therefore, in
this paper, we present a method to control defocus which
does not require special equipment; we simply take several
photos of the scene using a handheld digital camera. We
can control the distance and tilt angle of the in-focus plane,
and even the aesthetic aspect and amount of the defocus can
be arbitrarily changed afterwards.

The contributions of this paper are as follows.

e We propose a method to create photographs with
strong defocus using an ordinary digital camera. Spe-
cial equipments, such as camera arrays, computer-
controlled translation stages or light field cameras are
not necessary.

e The depth and angle of the focused plane can be ar-
bitrary controlled after taking photographs. Also the
depth of field can be tuned afterwards as if the aper-
ture of the lens is changed.

e Aesthetic tuning of the defocus is also possible by
changing the shape of point spread function. We con-
firm the effect of various PSFs through subjective eval-
uations.

2. Uncalibrated Synthetic Aperture

Figure 1 illustrates the process of defocus control using
our method. At first, several photos of the static scene are
taken by handheld digital camera with unknown slight mo-
tion. The images do not need to have a shallow depth of
field, therefore we can use any kind of digital camera with
a small image sensor. Additionally, the locations of view-
points need to be neither aligned nor known.

image
processing

(O

photos taken from any view points defocus controlled images

Figure 1. Overview of our proposed system.

Synthetic aperture is a refocusing technique that aver-
ages many images captured at various viewpoints to from
an image as if taken by a lens with a larger aperture. If one
wants to change the virtual focused distance, each image
is only necessary to be shifted to register the correspond-
ing point at the same pixel. However, the images taken by
an arbitrarily moving camera do not satisfy the presumed
condition that the optical axes of all cameras are parallel to
each other. The followings are the undesirable effects or
difficulties caused by the randomness.

e The appearance of the scene is affected by not only
translation but rotation of the camera, therefore the
parallel translation of the image is no longer sufficient
to register all the points on the in-focus plane.

e The distribution of the viewpoints is cluttered and
sparse causing unattractive bokeh.

e The locations and orientations of the camera when
each shot taken are totally unknown.

To solve these problems, we have incorporated addi-
tional processes of deformation and interpolation of the im-
age. The computational processes and necessary user oper-
ations of our method are illustrated in Figure 2.

2.1. Defocusing by Synthetic Aperture

As described above, a lens is a device to form a 2-D
image by arranging all incoming rays through the aper-
ture. Therefore, it is possible to simulate the function of the
lens by accumulating the intensities of incoming rays cap-
tured separately. Several parameters such as focal length or
focused distance determine the geometric relationships of
which rays have to be converged to a single pixel.

Figure 3 illustrates the relationships among the aperture,
distance and circle of confusion. Figure 3(A) shows the
condition when the point p; on the object is just in focus
on the image plane. If we have another point p, for which
distance from the lens is different from p; has an image
to satisfy the thin lens law ; + § = ¢ + ; as shown in
Figure 3(B). If we place a small sub-aperture which is on
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Figure 2. User interactions and corresponding computations for
refocusing by uncalibrated synthetic aperture.

Im,

%e

\

|
;\

(©) [40) I—

Figure 3. Principle of synthetic aperture photography illustrated
with the relationships between sub-aperture and disparity.

the plane of the original aperture with a displacement r from
the optical axis, we have a corresponding disparity ¢ on the
image. Note that the disparity on the image ¢ is linearly
proportional to the location of the sub-aperture . On the
other hand, an actual lens creates certain radius of circle
of confusion as shown in 3(C) for point p,. Therefore, we
can simulate the effect of defocus by summing up all the
images taken at the sub-apertures which fill the entire part
of the original aperture. In the latter part of this paper, we
call this a virtual aperture.

2.1.1 Correction of image deformation

If we use well calibrated camera arrays or gantries, we
can expect that all optical axes of the cameras are paral-
lel. In this case, disparities between any two images are
proportional to the length of baseline which is the distance
between two viewpoints. Moreover, the disparities of all
points are uniform when the scene is just a plane perpendic-
ular to the optical axis. Such characteristics are similar to
the effect of the sub-aperture described in section 2.1, and
the focused distance can be easily changed by translating

*
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(a)rotation of the optical axis  (b)translation to the optical axis
Figure 4. Deformation caused by the motions of handheld camera.

images to register the corresponding points on the focused
plane at a same pixel.

Contrary to the well aligned cases described above, im-
ages taken by handheld camera no longer satisfy the con-
dition of parallelism among epipolar lines. As shown in
Figure 4, fluctuation of the camera posture changes the ob-
served shape on a plane, and also the translation of the cam-
era towards the optical axis causes undesirable image mag-
nification effect. For both cases, the disparities between two
images are no longer uniform, but still keep a constraint
called a 2-D homography.

If all viewpoints are coplanar, we can calculate each ho-
mography matrix using the image rectification technique[7]
from enough number of corresponding points on the im-
ages without any user interactions. However, we can not
assume that all viewpoints are on the same plane, therefore
we use a naive technique to calculate each homography us-
ing four reference points on a plane in the scene. In other
words, the operator is required to specify four points on a
reference image which is arbitrarily selected, and the sys-
tem automatically finds corresponding points from the rest
of the images and then calculates the homography. This op-
eration also works as a definition of the in-focus plane in the
scene, because any images can be registered to the reference
image without any disparity using the calculated homogra-
phy if the point is just on the plane the user specified. If
the point in the image is out of the focused plane, this pro-
cess preserves a certain disparity which will be a source of
defocus.

The plane to be focused is not necessary to be perpen-
dicular to the optical axis, but it could be rotated using four
points on the tilted plane. The result is just the same as the
image taken by the view camera using Scheimpflug rule.

2.2. Interpolation for smooth defocus

Since we have a limited number of pictures, the averaged
image after registration has stair-like artifacts as shown in
Figure 5. Therefore, we interpolate among images taken
from sparse viewpoints. Actually this process is very sim-
ilar to the view-interpolation technique [1, 2], and also
the merit of interpolation for refocus has been already ad-
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Figure 5. Synthetic defocus without interpolation causes stair-like
artifacts.

dressed by Georgeiv[3]. However, in our case, locations of
the viewpoints are unknown but very close to each other, so
it is very hard to apply sophisticated self-calibration tech-
niques such as projective reconstruction or Plane+Parallax
method[11] . We therefore use simple technique described
below to estimate the distribution of the viewpoints.

Once the location of each viewpoint is estimated, we can
place dense virtual viewpoints on regular grid for interpola-
tion, and we can make the blur smooth.

2.2.1 Estimation of viewpoint locations

It is impossible to measure the actual location of each view-
point with metrics, because there is no reference object
which gives us the scale of the scene. However, absolute lo-
cation of viewpoints are not always necessary, because what
we have to do is to investigate the distribution of the view-
points and decide where new viewpoints for interpolation
must be placed in a virtual aperture. We have implemented
the projective reconstruction technique, but it is not enough
stable because the camera motion is so small. Therefore, we
use the average of disparities of feature points to roughly es-
timate the location of sub-apertures on 2-D plane.

To estimate the location of viewpoint, we use registered
images following the process described in section 2.1.1.
Then feature points are detected from the reference image,
and correspondences are found in the remaining images.
Generally, the vector of the disparity is proportional to the
relative location of sub-apertures as shown in Figure 6, so
we calculate the average vector of all disparities to estimate
the relative location of viewpoints. The proportion of the
displacement of viewpoint to the disparity may be changed

disparity

hal

relative location
of sub-aperture

Figure 7. One example of Delaunay triangulation of the scene.

according to the depth to the feature point from the cam-
era, so the distribution of the viewpoints may be reversed in
some cases. Fortunately, it does not matter, because we are
not interested in the shape of the scene, and reversed distri-
bution of the viewpoints is also sufficient for our purpose as
described below.

2.2.2 View interpolation

To generate images from a new viewpoint, we use the pop-
ular view interpolation method called morphing. Since all
images are already registered on the in-focus plane using
the method described in section 2.1.1, this stage must use
a depth dependent technique, or the resultant image is not
smoothed. Fortunately, actual depth to the scene from the
camera is not necessary because the disparity observed on
the images is sufficient to generate the interpolated images.

As described in section 2.2.1, we already have a num-
ber of feature points with correspondences through all the
images, so Delaunay triangulation is applied to the 2-D dis-
tribution of the feature points as shown in Figure 7. Also the
distribution of the viewpoints are processed with Delaunay
triangulation to decide which images are used to interpo-
late the image at each viewpoint. As shown in Figure 8,
three images are selected for each virtual viewpoint which
is in a triangle with the vertices of the three viewpoints to
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Figure 8. Selection of three images for virtual viewpoints.

(d)

(b)

Figure 9. Tuning of PSF by weighted sub-aperture.

minimize the undesirable effect caused by occlusion. After-
wards, each triangle patch on the image is deformed using
the internal division of disparities of its vertices and aver-
aged to generate the interpolated image.

2.3. Aesthetics of the defocus with various PSFs

In general, the defocused image of a point light source
(called the Point Spread Function (PSF)) is observed as a
circle with uniform intensity, because the attenuation ra-
tio for any light rays passing through the aperture is con-
stant. Since this PSF has a hard edge around it, intensity
discontinuities still remain in the defocused images. In the-
ory, the circular blur kernel with uniform intensity has a
frequency response expressed as a Bessel function which
has similar characteristics to a sinc function with periodic
zero responses and phase reversals. From the aesthetic
point of view, such discontinuities are not pleasing, and the
blur should be extremely smooth without noticeable edges.
Therefore, several attempts have been made as Minolta’s
STF lens[10] with concentric graded filter element inside,
but it requires specially made optics. So we have incorpo-
rated a function to control the PSF of the virtual aperture
by setting a certain weight for each interpolated image. As
shown in Figure 9, we can soften the edges of defocus by
using the weight (b) instead of normal lens effect (a). We
can also control the shape of the PSF by changing the ar-
rangement of sub-aperture as (c) or (d) for further artisti-
cally creative photographs[5].

3. Experiments

In this section we will show several results including
viewpoint estimation, computationally generated defocus
and ability to control of point spread function. We used
OpenCV library to find feature point, find correspondences
among them, and evaluate Delaunay trianglations.

Figure 11. Estimated relative

Figure 10. Arrangement of ac- X . ‘
location of viewpoints.

tual viewpoints.
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Figure 12. Five input images for experiment.

3.1. Evaluation of estimated viewpoint location

We first show a result of viewpoint location estimation.
We used a Nikon D200 digital SLR camera with Nikkor
35mm F2D lens mounted on Manfrotto 303SPH tilt-slide
platform. We took photos from 81 viewpoints as shown in
Figure 10 with slight 2.5mm steps, therefore overall travel
of the camera is within a square 20mm on a side. Figure 11
shows the relative distribution of viewpoint locations esti-
mated by the method described at section 2.2.1. Note that
the distance from the camera to the scene is much larger
than the displacement of the camera, and also the rigidity
and preciseness of the sliding platform is very poor.

3.2. Computationally generated defocus

Using the same data set described above, we generated
defocused images using our proposed system. As shown in
Figure 12, we used only 5 images which are taken at the
center and four corners of a square 10mm on a side, shown
as red dots in Figure 10 and 11. Figure 13 shows two re-
sults with different focused depths where 100 images are
interpolated in the square, and then averaged using the cir-
cular PSF as Figure 9(a). For the first Figure 13(a) case, we
used fiducials nearby the four corners to focus on the frontal
object. It is very intuitive to define the focused plane in the
scene. Of course we can also specify the focused plane by
user interaction which is used for Figure 13(b) case.
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(b) Focused on the background

Figure 13. Images with generated defocus from sparse viewpoints.

3.3. Defocusing using handheld camera

For the case of experiment shown in section 3.2, all op-
tical axes of the translated camera are parallel each other,
though we never provided the actual viewpoint locations to
the system. Therefore we have to show another result using
a handheld point-and-shoot digital camera. Here we took
only 3 photos using Panasonic DMC-FX8 camera without
any kind of tripod. Figure 14 shows the results for we fo-
cusing on the frontal object and the background, confirm
that smooth and strong defocus can be generated using such
very common equipment and situations.

(b) Focused on the

clock background
Figure 14. Generated images using three shots by handheld cam-

era.

(a) Focused on the

Figure 15. Six input images used for experiment.
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(a) (b) (c) (d)

Figure 16. PSFs used for the experiment.

3.4. Controlling the Aesthetic aspect of defocus

In this section we will show the results of controlling
PSF to change the aesthetics of defocus called “bokeh.”
Again we used Panasonic DMC-FX8 camera without a tri-
pod to take the pictures of a store display which has many
bright light sources. Input pictures are shown in Figure 15
and the results with four types of PSFs as Figure 16 are
shown in Figure 17. You could see the evident differences
in blurred point light source. In general, the weighted circu-
lar PSF is the best for most cases, but the subjective strength
of the blur is less than the one with uniform circular PSF be-
cause the effect of the peripheral sub-aperture is weaker.

4. Evaluation

To confirm the qualitative characteristics and beneficial
aspect of our proposed system, we evaluated it from both
objective and subjective points of view using frequency do-
main analysis and user studies.

4.1. Evaluation in frequency domain

In this section we confirm the effect of various PSFs by
using of the knowledge of frequency domain analysis. If
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(a)input image (b)Circular PSF

(c)Rectangular PSF (d)Weighted circular PSF
Figure 17. Enlarged pictures of the defocused images.

we use normal defocus with uniform circular PSF, zero re-
sponse or sign reversal will be observed for certain frequen-
cies. For our experiment, we used six types of PSF as listed
below.

(a) Target chart

(b) Actual F2 lens

(¢) Circular PSF with relative radius 4

(d) Weighted circular PSF with relative radius 4
(e) Weighted circular PSF with relative radius 6
(f) Square PSF with relative sides 4

The input data set is the same as Section 3.2(Figure 12),
and we used the cropped region of the star target which has
broad-band spatial frequency components for every direc-
tion. The results are shown in Figure 18 and also Figure
19 in the frequency domain. Note that the black circle at
the center of frequency domain image is caused by the lim-
ited size (radius) of the star target. Also the radial lines on
the frequency domain is caused by the limited number of
wedges in star target. In Figure 18(b)(c), zero responses
and sign reversals are evident, and we see the periodic zero
responses in Figure 19(b)(c). In contrast, results with a
weighted circular PSF in Figure 18(d) have no evident arti-
facts and also the frequency response in Figure 19(d) is well
behaved. The larger radius of defocus has strong low-pass
effects as shown in Figure 19(e), but we see some artifacts
in Figure 18(e) which are caused by the limited number of
interpolated images. In addition, we have confirmed the ef-
fect of rectangular PSF. Figure 18(f) shows the horizontal
and vertical sign reversal and the zero responses in Figure
19(f) as well.

4.2. Subjective evaluation

If we concerned with the aesthetic aspect of defocus, we
should do subjective evaluation for generated images. We
show photo-quality prints of several generated images to

(a) Original (b) F2 (c)Circlar
(dWC-4 (e)WC-6 (f)Square

Figure 18. Generated images used for frequency domain analysis.

(b)

(d) (e) ®

Figure 19. Evaluation in frequency domain.

23 subjects with age from 20 to 56 years. Again the data
set is the same as section 3.2(Figure 12), and blurred with
parameters (A) - (F) just like as listed at section 4.1. The
image without interpolation (G)(Figure 5) was also shown
to the subjects. A region with visible artifact just around
the white box is undisclosed. The subjects answered to
the questionnaire with 5-point scale of images’ naturalness,
beauty, depth feel and preference.

Figure 20 shows the average of scores given by all sub-
jects. Overall, images defocused by actual lens have high
scores, though pan-focused image (A) lacks the depth feel.
On the other hand, image (D) generated by weighted circu-
lar PSF with r=4, which means the relative radius of aper-
ture is set to 4, had a high score as well as the image defo-
cused by the actual lens. Results with larger blur (E) had
lower scores because some artifacts are visible in the result.
It is also evident that the apodization of PSF provides better
results by comparing (C) to (D). Of course, interpolation is
very important, or the resultant image seems to be strange.
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Figure 20. Results of subjective evaluation for generated images.

5. Discussion

The images generated with our proposed method still
have some artifacts. Most of the causes of such undesired
effects are due to the process of interpolation. As shown
in Figure 21, correspondences of the feature points are not
always correct as seen in example (c), and resulting in false
duplicated images (b). Also Delaunay triangulation is prob-
lematic(Figure 22), because the edges of an in-focus object
are often blurred by the triangles which step over the oc-
cluding contour.

To solve these problems, we have to estimate correct and
dense depth maps from the images. Current system uses a
KLT tracker which handles feature points only, so the depth
information for edges or textures are hard to obtain. We
are now trying to improve the depth recovery method us-
ing the epipolar constraint which is using a self-calibration
technique such as projective reconstruction [8].

6. Conclusions

We have presented a method to control the defocus ar-
bitrarily using several photos taken by a handheld digital
camera. The depth and orientation of the focused plane can
be changed after taking the photographs, and the aesthetics
and the amount of the defocus can be tuned as well. We
confirm the performance of our system from both objective
and subjective aspects, and indicate the potential and abil-
ity of uncalibrated synthetic aperture framework, on some
artifacts and limitations are left in current system.
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