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Abstract

The visual world demonstrates organized spatial pat-
terns, among objects or regions in a scene, object-parts
in an object, and low-level features in object-parts. These
classes of spatial structures are inherently hierarchical in
nature. Although seemingly quite different these spatial pat-
terns are simply manifestations of different levels in a hier-
archy. In this work, we present a unified approach to un-
supervised learning of hierarchical spatial structures from
a collection of images. Ours is a hierarchical rule-based
model capturing spatial patterns, where each rule is repre-
sented by a star-graph. We propose an unsupervised EM-
style algorithm to learn our model from a collection of im-
ages. We show that the inference problem of determining
the set of learnt rules instantiated in an image is equiva-
lent to finding the minimum-cost Steiner tree in a directed
acyclic graph. We evaluate our approach on a diverse set
of data sets of object categories, natural outdoor scenes and
images from complex street scenes with multiple objects.

1. Introduction
Our visual world is far from random, and demonstrates

highly predictable spatial patterns. These patterns may be
among high-level entities such as objects in a scene (key-
boards are usually below monitors), regions in a scene (sky
is usually above grass), parts within an object (the engine
is usually in between the two wheels of a motorcycle), or
among low-level features within object-parts. These classes
of spatial structures are inherently hierarchical in nature, as
shown in Figure 1.

Previous work has used each of these levels for vari-
ous tasks. For instance, patterns among object parts are
used to form compositional models to aid in object recog-
nition [1–5]. The relationship of objects are used to cap-
ture semantic contextual information for robust object de-
tection/localization or image labeling [6–10]. Clusters of
low-level features have been shown to be more discrimina-
tive than single features for object recognition [11, 12].

Figure 1: An illustration of the hierarchical spatial patterns
present in an image.

Although seemingly quite different, these various forms
of spatial patterns can simply be viewed as manifestations
of different levels in a hierarchy [13–20]. It is clear that
extracting this hierarchy of spatial structures could provide
rich information to facilitate several vision tasks such as
image classification, localization, object recognition, and
others. However, learning such a hierarchy would be pro-
hibitive if it required extensive supervision and laborious
labeling of images. In this paper, we propose a unified
approach to unsupervised learning of hierarchical spatial
structures [16] from a generic collection of images. We de-
scribe each spatial pattern in the hierarchy as a rule. Each
rule is represented by a star-graph [3], where a child of the
star-graph may be a low-level feature or another star-graph
(i.e. rule), thus forming a hierarchy.

The inference problem is to determine the subset (hierar-
chy) of learnt rules that best explains the observed features
in a given image. We impose that the set of rules that can
be used to explain the image forms a tree. That is, each
feature or rule can only be explained by a single parent
rule. We show that determining the optimal tree that maxi-
mizes the likelihood of the image is equivalent to finding the
minimum cost Steiner tree [21] in a directed acyclic graph
(DAG). This being an NP hard problem to solve, we use the
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approximation algorithm proposed by Charikar et al. [22].
It should be noted that the structure of the optimal tree (as
well as the underlying DAG) may be different for different
images, and is determined automatically during inference.
For computational feasibility, we reduce the number rules
considered for inclusion in the tree using a voting scheme.

The learning task is to infer a set of rules from a given
collection of images in an unsupervised manner. The num-
ber of rules, the structure and parameters of each rule,
and number of children of each rule are learnt automati-
cally. Ours is an EM-style algorithm where we initialize
our model (a set of rules), infer instances of them across an
image collection, and update the rule parameters.

We evaluate our approach on a diverse collection of
datasets ranging from a subset of the Caltech101 object cat-
egories [23], outdoor natural scene categories [24], as well
as complex street scenes from the LabelMe dataset [25]. We
present qualitative results through visualizations of the rules
learnt and the hierarchies inferred in images. To demon-
strate the behavior of the rules in the hierarchy, we quantify
at each level the localization and categorization abilities of
the rules. We find that higher level rules are often specific
to object categories, while lower-level rules can be shared
between categories. To demonstrate the utility of the learnt
spatial hierarchies, we perform unsupervised clustering of
the images into object categories. We report comparable
accuracies to the state-of-the-art techniques.

We discuss related work next in Section 2. Sections 3, 4
and 5 describe our model, our method for inference given an
image and a learnt model, and our unsupervised approach
to learning the proposed model. Section 6 describes our ex-
periments and presents results. Section 7 raises some points
of discussion and future work, followed by a conclusion in
Section 8.

2. Related Work
Modeling image hierarchies and spatial structures has a

long history in computer vision [13, 19, 26]. The works
vary both in their representations used to encode the spatial
information and their approaches for learning. We discuss
both the representations and learning algorithms in turn.

Representation: Different representations based on
global histograms [12], graphs [1–3] and hierarchies [13–
17, 19, 20] have been explored in previous works. The bag-
of-words model [12] uses a histogram representation which
is efficient to compute and match. Graph-based methods
have been proposed for recognizing individual objects us-
ing Constellation models [2] and star-graphs [1] where pair-
wise spatial location statistics are captured. Graphs have
also been used for context modeling in street scenes by
Hoiem et al. [6] and segment labeling [8, 9]. Numerous hi-
erarchical methods have been proposed. Several approaches
use a fixed number of levels such as Kumar and Hebert [7]

that use a two level hierarchy to model context in classifi-
cation. Sudderth et al. [18] use hierarchies for part shar-
ing and modeling scenes, while Murphy et al. [15] model
the spatial relationship of objects in scenes. Other mod-
els use hierarchies of arbitrary depth. These methods can
be used to model individual objects, e.g. the segment tree
approach of Todorovic and Ahuja [27, 28], the method of
Zhu et al. [29] for deformable objects and the object part
discovery approach of Fidler et al. [30]. Other approaches
attempt to model relationships between objects as well as
object parts within a hierarchy. These include the stochastic
grammar approach of Zhu et al. [20] using And-Or graphs
and the hierarchical representation of Parikh et al. [16] used
to describe semantic relationships among objects. Finally,
some approaches attempt to create hierarchies of object cat-
egories based on object appearances [31].

Learning: The level of supervision varies among the
various approaches proposed in the literature. Supervised
techniques [1, 20] require objects to be labeled in the images
for learning. A less restrictive class of techniques called
weakly-supervised [2, 5] only requires the knowledge of
whether an object is present in the image or not. Several
of the existing hierarchical representations are learnt in a
supervised [28, 32, 33] or semi-supervised way [29, 34], or
learn only part of the model from training data. For instance
a structure of the hierarchy may be given and only the pa-
rameters are learnt from data [35], or the entire model is
given and the task is to only infer the model in images [36].
Finally, unsupervised techniques require only a set of unla-
belled images for learning. Unsupervised techniques have
been proposed for bag-of-words models [12] and models
that learn spatial structure [4, 37, 38].

3. Model
Our model is a hierarchy of rules. Each rule describes

a spatial pattern, and is represented as a star-graph. Just
as in language modeling, a sentence is modeled as a parse
tree, we consider an image to have an associated tree formed
by the subset of rules that best explains the observed fea-
tures in the image. The leaves of the tree are the observed
features, and the intermediate nodes are the higher-order
spatial-patterns (instantiations of the rules), which we call
image-parts. An image-part could correspond to higher or-
der features, object-parts, objects, groups of objects or a
scene. The inference task is to find the set of image-parts
that best explain the features in an image, given a set of
rules. We first introduce some notation.

Each feature f ∈ F is an instantiation of a codeword at
a certain location, denoted as a pair (cf , lf ), where cf ∈ C
and lf is the location of feature f . C is the dictionary or
vocabulary of all possible discrete appearances of the low-
level features (codewords). Each rule r, as shown in Fig-
ure 4, is defined by a certain structure and associated pa-
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rameters denoted by θr. A rule defines a star graph with
associated children Ch(r). A child x ∈ Ch(r) may be ei-
ther a codeword c, or a another rule r, i.e. x ∈ C ∪ R.
Allowing rules to be children of rules enables the formation
of hierarchies. Not all children in a rule may be instanti-
ated in an image. The parent of x is denoted as Pa(x). The
rule parameters θr contain both the occurrence probability
for a child Pr(x|r) and the location probability Pr(lx|r),
where lx is the location of the child relative to the parent.
We model the location probability using a Gaussian with an
associated mean and covariance.

Finally, we define a background or prior image-level
rule, indicated by r0, whose definition encompasses all
codewords and rules i.e. Ch(r0) = C ∪ R . The param-
eters for this rule are the prior probabilities (for instance,
the marginal probability of observing a certain codeword or
rule at a certain location in an image). From here on, we
include r0 in the set of all rules R. r0 acts as the root node,
similar to the node corresponding to a sentence in language
modeling.

We define the set of instantiated image-parts as H . A
tree T = {V,E} for image I consists of a set of vertices V
and edges E. The vertices are the union of the image-parts
and features, i.e. V = H ∪ F . The edges E indicate the set
of children Ch(v) for each vertex v ∈ V . If v corresponds
to a feature then Ch(v) = ∅. If v corresponds to a rule rv ,
the rule’s children Ch(rv) may or may not be instantiated.
A child x ∈ Ch(rv) is instantiated if x ∈ Ch(v), i.e. x is
instantiated if there exists a vertex v′ ∈ Ch(v) correspond-
ing to x. The parent of a vertex v is defined as Pa(v) ∈ H ,
and its location in the image by lv .

With this notation, we can now introduce our model.
Given an image with a set of observed features F , our goal
is to find a tree T such that each feature f corresponds to a
leaf in the tree. Each feature may only be explained once,
i.e. it may only have one parent, and each feature must be
directly or indirectly attached to the root node correspond-
ing to rule r0. The intermediate nodes in the tree are image-
parts corresponding to instantiated rules rv . An image I
may have numerous feasible trees, and the likelihood of the
image under any such tree T is given by:

Pr (I|T,R) =
V∏
v

Ch(rv)∏
x

ρ(x, v) (1)

where the value of ρ(x, v) depends on whether the child x
of rv is instantiated in the tree T .

ρ(x, v) =
{

Pr(x|rv) Pr(lx|rv) x ∈ Ch(v)
1− Pr(x|rv) otherwise

}
(2)

Before we present our approach to unsupervised learning
of our modelR from a collection of images, we describe our
approach to the inference problem.

4. Inference
The inference problem entails determining the tree T ∗

that best explains the observed set of features F in a partic-
ular image I , given our learnt model R. This can be formu-
lated as

T ∗ = arg max Pr (I|T,R) (3)

As stated earlier, a tree contains image-parts (hidden) as
intermediate nodes and features (observed) as leaves. The
task is to determine which and at what location rules from
our model should be instantiated in the image, such that the
observed features are best explained. Considering a dense
sampling of potential locations for every rule in the model
would result in a very large number of potential image-parts
to be considered, making this task computationally infeasi-
ble. Instead, we select a sparse set of likely locations for
each rule. While this greatly increases the computational
efficiency, the optimally of the tree cannot be guaranteed.

We first present our approach for determining the subset
of optimal image-parts from a pool of potential image-parts
such that the resulting tree best explains the image. This
is followed by a section describing how the initial set of
potential image-parts is found.

4.1. Inferring the tree

Having computed a set of potential image parts H̃ , we
need to determine the subset of parts H ⊂ H̃ that best ex-
plains the image in the form of a tree. An image is consid-
ered to be explained if all the observed features in the image
are assigned to some image-part. All image-parts that are
retained must be directly or indirected connected to the root
node corresponding to r0.

The set of all possible assignments of features to image-
parts and image-parts to image-parts forms a weighted di-
rected acyclic graph (DAG) G. Our goal is to find a tree
T ⊂ G such that Equation (1) is maximized. To achieve
this goal we map our problem to that of a Steiner tree [21].
A minimum cost Steiner tree is the same as a Minimum
Spanning Tree (MST) except some vertices in the graph do
not need to be in the final tree. For our task, all image-parts
not corresponding to the root node are considered optional.
To map our problem to a the Steiner tree, we need to define
a set of edge weights for every edge in G. Since Equation
(1) is dependent on uninstantiated parts that may not ex-
ist in T , it cannot be directly applied for computing edge
weights. Instead we perform the following manipulations
on equation (1) to find our set of edge weights. First, we
define two helper functions α(x, v) = Pr(x|rv) Pr(lx|rv)
and β(x, v) = 1− Pr(x|rv) corresponding to the two parts
of Equation (2). If xv corresponds to the rule or codeword
at vertex v, we find:
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Pr(I|T,R) =

 V∏
v

Ch(v)∏
v′

α(xv′ , v)

×
 V∏

v

Ch(rv)\Ch(v)∏
x

β(x, v)

 (4)

=

 V∏
v

Ch(v)∏
v′

α(xv′ , v)
β(xv′ , v)

×
 V∏

v

Ch(rv)∏
x

β(x, v)

 (5)

Since the value of
∏Ch(r0)

x β(x, v0) for the root node
is constant for all trees, we can rewrite the second part of
Equation (4) as:

V∏
v

Ch(rv)∏
x

β(x, v) ∝
V∏
v

Ch(v)∏
v′

Ch(rv′ )∏
x′

β(x′, v′) (6)

As a result:

Pr(I|T,R) ∝
∏
v∈V

Ch(v)∏
v′

α(xv′ , v)
β(xv′ , v)

Ch(v′)∏
x′

β(x′, v′)


(7)

We then assign our edge weights ω(v′, v) for all v, v′ ∈
V such that v = Pa(v′) as:

ω(v′, v) = − log

α(xv′ , v)
β(xv′ , v)

Ch(v′)∏
x′

β(x′, v′)

 (8)

Using Equation (8) we can assign edge weights to every
edge inG and solve for the minimum cost Steiner tree. That
is, the tree with minimum edge weights that connects each
feature to the root node, using any subset of image-parts.
Since this has been shown to be a NP-hard problem, we
use the approximation algorithm proposed by Charikar et
al. [22]. For a graph G, the minimum cost Steiner tree is
the optimal solution for Equation (3) except in special cases
when multiple instantiations of a rule’s child are found. In
these cases, we simply choose the most likely instantiation
of the child and add the rest to the root node.

4.2. Determining candidate locations

In the previous section we discussed how to find the op-
timal tree given a candidate set of image-part locations. In

this section we describe how the candidate set is found. The
candidate locations of rules are determined through a voting
mechanism. A map is thus created over the entire image,
indicating the likelihood of the rule occurring at that loca-
tion. The peaks in this distribution are then computed using
non-local-maxima-suppression, which form candidate part
locations. These distributions for the rules are computed in
order of their associated levels, where the lowest level parts
(codewords) vote for the first level parts, which in turn vote
for the second level parts, and so on. The level of a rule is
recursively defined as one more than the maximum level of
all its children. The level of codewords is arbitrarily defined
to be 0.

The cumulative votes ξ(v) of all children of potential
vertex v are computed as:

ξ(v) =
Ch(rv)∑

x

α(x, v) (9)

This additive form allows for our framework to be robust
to missing children and occlusions. This provides an advan-
tage over other methods such as pictorial structures [3] that
are not robust to occlusions. By using a subset of image-part
locations, the globally optimal tree for an image may not be
found. However, it allows for the computational feasibility
of the algorithm.

5. Learning
We use an EM-style approach for unsupervised learning

of rules for image parts. A set of rules is first initialized.
Then we iteratively infer the rules in our image data set us-
ing the Steiner tree formulation described above, update the
rule parameters given their found instantiations and repeat.
In addition, we add and remove rules during each iteration.
Example rules are illustrated for the face and motorbikes
data sets in Figures 3 and 4.

We initialize each rule by randomly selecting an image
and location. Children are assigned to the rule based on the
codewords that exist in a certain spatial neighborhood. In
all our experiments, we randomly selected 10 codewords in
a spatial neighborhood equal to a quarter of the image size.
The mean relative location of the children is set according
to their location in the image, the covariance matrix is set to
a diagonal matrix with entries equal to one third the image
size and the probability of occurrence is set to 0.25. This
gives us our initial model R. Initially all rules belong to the
first level. As the learning proceeds, higher level rules are
added in a similar manner.

Given a set of rules, a new set of instantiated image-parts
are inferred, and the rule parameters are updated. First, ev-
ery non-root vertex v in the inferred tree T is assigned to an
image-part. If a vertex was assigned to the root node by the
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Steiner tree, then it is reassigned to the nearest image-part of
higher ranking if one exists. Next, the vertices correspond-
ing to the same rules or features are clustered using mean-
shift. Each cluster is then assigned as a child to the par-
ent rule with the appropriate occurrence probability, mean
and covariance. Clusters with fewer than ten members are
removed. It is worth noting that multiple instances of the
same codewords or rules can be added to a parent rule. This
allows a rule to have multiple children with similar appear-
ances, such as the two wheels of a motorbike.

Rules may also be removed and added during each it-
eration. If a rule was not inferred in at least 10 images, it
is removed from the set of rules. New rules are added in
a similar manner as in initialization. However, image-parts
are now inferred, so a hierarchy of parts may form. It is pos-
sible to also limit rules to only have image-parts as children.
This explicitly encourages higher level rules to be formed.

In all our experiments, we used 30 iterations for each
level, and computed a total of two levels. Rules were added
only once every three iterations to allow the existing rules
to stabilize before new rules were added. The number of
added rules varied from 4 to 18 depending on the database
size.

6. Experiments and Results
We present results of our unsupervised learning algo-

rithm on a variety of datasets containing object categories,
natural outdoor scene categories as well as complex street
scenes with multiple objects. We present quantitative re-
sults on various tasks such as object categorization and lo-
calization, and qualitatively explore the behavior of rules at
different levels in the hierarchy.

6.1. Faces vs Motorbikes: SIFT

For illustration and intuition-building purposes, we first
present results on a dataset composed of 100 random im-
ages each from the Face and Motorbike categories of the
Caltech101 data set [23]. We use the SIFT [39] descrip-
tor on interest points as our low-level descriptor, along with
a dictionary of 200 visual words. Our learning procedure
learnt 15 first level rules, and 2 second-level rules.

An illustration of the rules learnt can be seen in Figure 2.
We see that the second level rules correspond to the object
category, while their children (first level rules) correspond
to object parts (chin, cheek, wheel, etc.), as also seen in Fig-
ure 3. Some of these parts are shared across both categories,
while some are specific to each category.

As seen in Figure 2, we see that at higher levels, the ob-
jects are better localized. A similar trend is seen for catego-
rization as seen in Figure 5. To quantify this behavior, we
use the occurrence of each part individually to categorize
the image as well as localize the foreground. For the pur-

Figure 2: The first column illustrates all the visual words
observed in the image. The second column depicts the sub-
set of codewords that were assigned to a higher level part.
The third column depicts the location of the first level parts,
a subset of which (fourth column) support a second level
part which are shown in the last column.

Figure 3: Patches extracted around instantiation of three
first level rules for the faces and motorbikes data set. The
first rule is specific to faces, the second one is specific to
motorbikes, while the third one is shared across categories.

Figure 4: Example rules learnt by our algorithm from an
unlabeled collection of face and motorbike images. The first
column illustrates the structure of these first level rules and
the relative spatial locations of its children. The last four
columns show instantiations of the rules in example images.

pose of evaluation, we considered faces to be the positive
class for categorization; and hand-labeled bounding boxes
around faces for localization (and the rest of the image as
the negative class). For localization, we find that the sen-
sitivity of the different levels of parts shown in Figure 2 is
0.44, 0.56, 0.61, 0.69 and 0.94, while the specificity is 0.61,
0.76, 0.82, 0.95 and 0.99. The higher level spatial patterns
provide more accurate categorization and localization. It
should be noted that we only penalize the firing of a part on
background, and not the assignment of a foreground code-
word to background.

For the task of object categorization, we use the bag-of-
words model followed by k-means clustering, which gives
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Figure 5: On the left is the occurrence matrix of the code-
words (rows) in the face (left half of the matrix) and mo-
torbike images (right half of the matrix). It is evident that
codewords are not specific to either category. The middle
plot is the occurrence matrix of the first level rules, where
the distinction between the two categories improves, fol-
lowed by the occurrence matrix of the second level rule.

us an accuracy of 93.5%. A bag-of-rules descriptor with
k-means can classify each image correctly. Given the sim-
plicity of the dataset, SIFT features alone can separate faces
from motorbikes accurately. We experiment with less de-
scriptive edge features (at 4 orientations and 6 scales, form-
ing a dictionary of 24 codewords) and find that using our
learnt rules the categorization accuracy increases from 55%
using bag-of-words to 81.7%.

6.2. Six object categories

Unsupervised clustering of images into object categories
is one potential application of the proposed model. To this
end, we evaluate our approach on 100 random images from
6 object categories (faces, motorbikes, airplanes, car-rear,
watches and ketches) from Caltech101 [23], similar to the
recent work of Kim et al. [37]. Our accuracies are re-
ported in Table 1, and are comparable. We compare the
bag-of-words descriptor (“Words”) based on codewords to
one based on the inferred rules (“Rules”). While a bag-of-
rules descriptor captures which rules were instantiated in an
image, it does not capture which children of the rule were
instantiated to support the rule. We use the parse tree in-
ferred for the image as a descriptor (“Tree”) to capture this
information. The length of the descriptor is the same as
the number of parent-child relationships in the learnt rules,
where an element is set to 1 if the corresponding parent
child relationship was instantiated in the image.

For unsupervised clustering of images into object cat-
egories, we use PLSA [12], k-means and normalized
cuts [40]. For normalized cuts, we construct a graph (“NN-
graph”), where each node corresponds to an image, and a
node is connected to its five nearest neighbors computed
using normalized dot-product of the image descriptors. On
the other hand, for supervised classification of images, we
use a linear SVM.

A total of 61 first level rules, and 12 second level rules
were learnt from these 600 images. On average, the first

Table 1: Categorization accuracy (%) using 100/30 images
per category

Kmeans PLSA NNgraph SVM

Words 70.7/72.8 80.5/78.3 86.5/84.7 93.3/91.8

Rules 85.2/86.5 84.7/85.6 94.2/92.6 91.3/90.7

Both 73.9/74.3 82.6/84.7 90.1/88.8 95.8/93.2

Tree 88.1/89.5 85.1/88.2 95.0/93.5 91.3/89.8

level rules had 9 children, and the second level rules had 3.
We also train our model using only 30 images per category,
and obtain comparable accuracies.

6.3. Scene categories

We experiment with a dataset containing 150 images
from the outdoor scene recognition dataset by Torralba et
al. [24]. We segmented these images to obtain on average
10 segments per image using the segmentation algorithm of
Felzenszwalb et al. [41]. Each segment was described with
its average RBG color vector. These color descriptors from
all the segments from all images were clustered to form a
dictionary of 25 codewords. Using our learning algorithm
on these images, we were able to find only first level rules,
whose spatial extent was often the entire image. This is in-
tuitive behavior for this dataset, where a deeper hierarchy is
non-existent. A total of 17 rules were learnt. A visualization
of a subset of rules learnt can be seen in Figure 6. We can
see that images with consistent spatial layout of colors are
grouped together. In the last two rows (first and last image
respectively), we see that the color histogram of the images
may be similar, however the spatial layout of the colors dis-
tinguish them from each other.

6.4. Street scenes

We select 66 images from the street scenes in the La-
belMe dataset [25]. We use SIFT features with a dictionary
of 200 codewords. 25 first level and 8 second level rules
were learnt. Illustrations of these rules are shown in Fig-
ures 7 and 8. It can be seen that the features supporting the
first level rules are consistently found on objects/regions of
the image, and the second level rules correspond to objects
(cars, trees, buildings), or combine contextually meaningful
objects (cars and buildings).

To evaluate the specificity of the learnt rules to the data
w.r.t. noise, we infer the rules learnt on the street scene
images on 66 background images (from the Catech101
dataset). Figure 9 depicts the histogram of the number of
rules instantiated in the background images, as compared to
the “foreground” street scene images. We can see that the
histograms are well separated, and simply by counting the
number of rules instantiated in an image, it can be separated
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Figure 6: Each row corresponds to a rule learnt from an
unstructured collection of outdoor scene category images.
For each rule we show 7 random images that instantiated
this rule. It can be seen that the images are consistent in the
spatial distribution of their colors.

Figure 7: An illustration of three first level rules (rows)
learnt from street scene images. We highlight the regions
of the image with a high density of features that support
each rule. In general, the first rule corresponds to buildings,
the second one to cars and the third one to trees.

into the street scene vs. background.

7. Discussion and Future Work
This work describes a hierarchical representation of the

image that inherently allows for the sharing of low-level im-
age parts. Occlusions are also explicitly modeled. However,
since we represent our rules using star-graphs we assume

Figure 8: An illustration of four second level rules learnt
from street scene images. The first level rules that support
the second level rule are shown. The first rule (row) corre-
sponds to cars (note the instantiation of the same rule twice
for the two cars in the last column), the second rule corre-
sponds to trees, the third to buildings and the fourth com-
bines the cars and buildings in one rule.

Figure 9: The number of parts learnt from street scenes
(foreground) that were instantiated on background images.
The rules learnt capture the spatial structures of the dataset,
and not noise.

the children of every vertex in our tree are independent.
This does not allow us to capture higher order relationships
among parts.

The efficiency of our approach is mainly limited by the
choice of algorithm for solving the Steiner tree. Quasi-
polynomial approximate algorithms have been developed to
solve the general Steiner tree problem [22] that is known to
be NP-Hard. Unfortunately, these algorithms are still too
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inefficient for large graph sizes. Given the specialized struc-
ture of our problem, it may be possible to create better ap-
proximate algorithms.

The accuracy of our approach is limited by the choice
of low-level features. Features such as SIFT [39] already
contain significant structural information. More primitive
features such as edges may provide increased robustness to
background clutter and shape ambiguity. These primitive
features may also require more levels in the hierarchy to
find coherent objects.

8. Conclusion
In this paper, we proposed an unsupervised method

for learning hierarchical spatial structures in images. Our
model consists of a set of rules modeled as star graphs, in
which the children of each rule may be another rule or a
low-level feature. The structure and parameters of the rules
are learnt automatically. Given an image, a set of rules is in-
ferred that best predicts the occurrence of the low-level fea-
tures in the image. This subset of rules form a tree, and in-
ference is accomplished by mapping the problem to that of
finding the minimum cost Steiner tree in a directed acyclic
graph, for which approximate algorithms exist.

We provide several results on various data sets includ-
ing six Caltech 101 object categories, an outdoor scene data
set, and a real-world street scene image collection from the
LabelMe data set. Quantitative and qualitative results are
provided. The unsupervised approach is shown to discover
categories in images containing just one object, as well as
multiple objects.
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