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Abstract

The Web, TV and print publishing are the top three ad-
vertisement media. With the technology breakthroughs in
digital printing, scanning and data processing, print on de-
mand emerges into a multi-billion dollar business that is
due to revolutionize the traditional publishing industry.

With the rapid growth of print-on-demand, a whole new
advertising media is born, that is, print on demand books.
We discuss some unique characteristic of this new media
that enables user-targeted contextual advertising, which is
more effective than traditional print media.

In this paper, we first proposed a contextual-matching
based advertising model for print on demand books, and
then concentrate on using the page frame segmentation al-
gorithm to solve the problem of where to insert the selected
contextual ads in print on demand books. Our page segmen-
tation algorithm shows significant improvement over exist-
ing methods in its robustness against noisy background.

1. Introduction

On Nov. 19, 2007, just a week after the book ”Print is
Dead” [9] was published, Amazon announced the Kindle
[1] e-book reader, which marks one of the turning points of
the mass market book business. In the same year, indus-
try tracker Bowker reports traditional publishing is flat and
business titles declined 12 percent to 7,650. Meanwhile,
the newspaper business are also facing unprecedented chal-
lenges from the digital media [4] [5].
Is print really dead? Yes and no. As the demand for

mass-market publications becomes more volatile, the book
vendors across the whole spectrum from traditional pub-
lishing houses to self-publishers, are turning to a disrup-
tive printing technology called print on demand (POD). In-
fotrend forecasts the US print-on-demand market will ap-
proach $79 billion in 2012 [6]. Major book retailers are
already fulfilling a significant portion of book purchase or-
ders through POD. For instance, as of March 2009, over 1
million titles on Amazon are printed on demand. The POD

revenue grows 68% YoY. Two of every 100 books sold on
Amazon are printed on demand.
Compared to traditional offset printing, POD has the fol-

lowing advantages:

1. Fixed cost per copy, irrespective of the size of the order

2. Large selection remains available without physical in-
ventory

3. No waste from unsold products

By integrating the above advantages with an online retail
platform, Amazon extended POD beyond its niche market
of self-publishing books, into the much broader mainstream
market of the front-listing books. As the audience base of
POD books grows, it’s eminent to start exploring the adver-
tising sponsored business model in the new media of Print-
on-Demand books.
To put the size of the potential advertising market for

print on demand into perspective, we quote the following
market outlook from the ICON group research reports. In
2009, the world wide publishing advertising market is es-
timated to be $328.4 billion [17], while that of the internet
search ads market is estimated to be $23.5 billion [16], and
that of the online display ads is $14.4 billion [14], and that
of the online video ads is $32.9 billion [15]. As print on
demand is becoming the next generation of print publishing
media, it has enormous advertising potential.
Compared to the traditional publishing media, the POD

books as an advertising media has the following unique
characteristics:

1. The book is manufactured for a particular customer.
Therefore it is possible to customize the ads in the
book to target the specific book buyer.

2. Every book printed is guaranteed to have at least one
reader, with known user profile. Therefore we can
measure the volume of ads impressions generated, in
each group of users.
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3. Cost per 1000 impression is tied to printing cost, which
is fixed, regardless of the scale of the campaign. There-
fore it is easy for the advertisers to control the budget
of their campaigns.

To fully take advantage of these characteristics of the
PODmedia, we propose a user-targeted contextual advertis-
ing model, the details of which will be described in Section
2.
In Section 3, we describe a page frame segmentation al-

gorithm to identify the margin of the book page using doc-
ument image analysis. In Section 4, we compare the perfor-
mance of our page frame segmentation algorithm against
the state of the art page segmentation algorithms and show
its robustness in noisy image. In Section 5, we show some
example pages with contextual ads inserted to illustrate the
final printed product.
The rest of this paper concentrates on solving the page

layout analysis problem, which will enable us to identify
where to insert the ads.

2. User-targeted Contextual Advertising in
POD Books

Contextual Advertising has been a heated area of re-
search in the field of online advertising [11][8]. We bor-
row ideas from the existing cosine distance based matching
approach, and added user profile as additional features to
make the contextual ads targeted to the intended audience.
Below is the process of generating a POD book with user-
targeted contextual advertisement.
As an offline preprocess, we extract the following fea-

tures from each POD book: BISAC subject code of the
book, keywords in the description of the book, user profile
of previous buyers of the book, user profile of the readers
of the same author of the book, available ads space in the
book; and translate them to a feature vector to store in our
book meta-data repository.
When the advertisers or their agents decide to launch

a new campaign through POD ads, we ask them to spec-
ify keywords, target audience, display size and a high-
resolution image of their ads, and store them in our ads
repository.
When a customer orders a POD book, we find all the ads

in the repository whose target audience matches the cus-
tomer’s user profile. We also find all the ads in the reposi-
tory that is within a certain cosine distance from the meta-
data feature vector of the POD book.
Finally, we insert the matched ads into the available

spaces in the book and print out the customized copy of
the book and ship it to the customer.
When inserting the ads, we need to find the available

spaces in a book where we can insert ads. The most straight

forward way is to insert the whole page ads at the very be-
ginning or end of the books. A more elaborate way is to
insert the whole page ads between chapters. The most so-
phisticated approach is to insert the ads at the margin of the
book page where the matching keywords appear. This ap-
proach involves the following steps:

1. Run OCR over the entire book to extract text and the
bounding boxes of the words.

2. Match the keywords of the ads with the text in each
page to determine which page to insert the ads.

3. Resize the original ads image to fit the margin of the
book.

It’s important to accurately detect the margin of each
page, because it will determine how much available space
we can use for displaying ads. Section 3 describes our page
frame segmentation algorithm.

3. Book Page Frame Segmentation

Our page frame segmentation algorithm consists of two
parts: (i) an initial segmentation that binarizes the input im-
ages, searches text-lines and images inside the pages, and
removes noises; and (ii) a page frame detector that groups
text-lines and images using their vertical projection profile
histogram, and dynamically estimates the page boundary.

3.1. Initial Segmentation

The initial segmentation starts with the image binariza-
tion. For color input images, we first convert it to grayscale,
and then compute the histogram. We fit the histogram into
a single peak, and classify pixels falling into the histogram
peaks as background, and the rests as foreground. This is
based on the observation that background pixels consist of
the majority of the image.
After removing background, we deskewed the image

using W. Postl’s method [18] implemented in the Lep-
tonica library [2]. Then we detect text-lines and im-
ages/halftones regions using the page segmentation algo-
rithm implemented in the Leptonica library. In brief, it is
a seed filling algorithm that first performs the morpholog-
ical opening to find the seeds in an image, and then uses
iterative closing to connect horizontally/vertically aligned
components, and then searches text-lines and images using
the seeds locations.
The segmentation result is shown in the top image of

Fig. 1. We can see that most of the textlines are correctly de-
tected. However, some text-lines are under-segmented, e.g.,
several lines near “Workstations” at the middle right of the
page are mistakenly grouped into one text line. This is due
to the error of the closing operations in the text-line mask
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Figure 1. Two sample images of the initial segmentation results.
The top one is without noise removal. The bottom one is with
noise removal. The detected textlines are highlighted with yellow
bounding boxes.

creation that connects these lines. To address this prob-
lem, we perform morphologically opening for every con-
nected component in the text-line mask, which is able to
split under-segmented text-lines parallel to each other. But
this method does not work for the “T-shape” under-cut, i.e.,
a horizontal text-line connected to a vertical text-line. Usu-
ally this “T-shape” error can be detected by computing the
horizontal/vertical foreground histogram for each compo-
nent in the text-line mask image, and checking if there is
a sharp peak. In our algorithm, a sharp peak is defined to
be an area with width less than one third of the component
width, and with top value at least four times greater than the
average value of the non-peak areas. And A “T-shape” error
can be fixed by cutting the mask component either horizon-
tally or vertically, based on the peak locations. The bottom
image of Fig 1 shows the initial segmentation result after the
noise removal, where the problem of under-segmentating
text-line in the top image is resolved.
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Figure 2. A sample image with segmented text-lines highlighted
with yellow bounding boxes, and its histogram of the vertical pro-
jection profiles, where the local maxima are marked as red ♦, and
the peaks are marked as yellow �.

3.2. Page Content Grouping and Frame Detection

The page frame detection is accomplished by identify-
ing the column layout of images in our algorithm. First,
we compute the histogram of the vertical projection pro-
file [12]:

Hi =
∑

Ti +
∑

Ii (1)

where Hi is the histogram value at column i,
∑

Ti and∑
Ii are the number of text-lines and images at column i,

respectively. Note that H is built on the text-line/image
level instead of the pixel level, so that it is less sensitive to
the variations like font size, character spacing or scanning
noises.
We then identify the column layout by searching the

peak areas in H . However, we need be careful because one
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Figure 3. An example of grouping the detected blocks, where
the text-lines classified into groups are circled with the light blue
bounding boxes, and those do not belong to any group are circled
with a red bounding box.

column might have more texts than the other(s) so that it
has several peaks inH , such as the example shown in Fig. 2,
where the left column has actually three peaks. To avoid the
over-segmentation problem, we use the local maximum in-
stead, with the bin size set to 1/8 of the image width, based
on our observation that a page usually has no more than four
columns. Specifically, one group G is created for every lo-
cal maximum in H , with the boundary GL and GR set to
cover the corresponding peak area. And a text-line/image is
inserted into a group if at least half of its width is inside the
group area. Then we update the GL and GR so that they
exactly cover all group components, i.e., the text-lines and
the images of G. Note that not all the segmented block are
classified into groups. Some of them, like the header lines
that cross several local maxima areas, do not belong to any
group. Fig. 3 lists the grouping result on a sample image,
where the text-lines in each column are classified into one
group and circled with a light blue bounding box, and the
header lines are not grouped and circled with a red bound-
ing box.
Next, we select groups and filter out those likely to be

noises due to bad scanning. The selection starts with cre-
ating a group set GS, and then iteratively inserting groups
that are similar to each other:

Gi ∈ GS if ∀Gj∈GSS(Gi, Gj) > Th (2)

In our algorithm, the group similarity value is computed
from the ratio between the mean width of the k-widest text-
lines/images in a group (L(G)):

S(Gi, Gj) =
min(L(Gi), L(Gj))
max(L(Gi), L(Gj))

(3)

On the other hand, we still need an initialization for

Figure 4. The grouping results on sample images of one col-
umn page (top), two columns page (middle), and three columns
page (bottom); the detected text-lines are circled with yellow
bounding boxes, and the created groups are circled with red
bounding boxes;

Eq. 2, where we choose the group with the largest L value.
We discard all segmented blocks classified into a group

that is not clustered intoGS since they are most likely to be
noises. And then we repeat the process, starting from build-
ing the histogram of the vertical projection profiles of text-
lines/images, until no group is filtered any more. So now
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we can estimate the vertical page frame using the leftmost
and rightmost boundaries of the selected groups. Fig. 4 lists
the grouping results of three sample images of one column
page, two columns page, and three columns page. And we
see that all of them have the page contents correctly esti-
mated.
The grouping algorithm described above separates the

page content from the side border noises, which are themost
encountered errors in scanned books. On the other hand, we
still need a method to estimate the top and bottom boundary
of a page frame, where we proposed an online training clas-
sifier in [7]. In brief, the classifier automatically labels the
text-lines in an image as high confidence or low confidence,
then it learns features from the high confidence text-lines,
and applies them to filter out the low confidence text-lines
that are likely to be noises.

4. Experiments

4.1. Performance Evaluation of Our Document Im-
age Segmentation Algorithm

We first evaluate our algorithm on the popular UW-III
database [10] consisting of 1600 images of different quali-
ties, which has been widely used by the DAR communities
to measure the performances of the document image seg-
mentation algorithms [19, 20, 13]. And we compute the
performances using the two metrics employed in the Faisal
Shafait et. al’s work [20]:

• Area Overlap: it uses the ratio between the area in-
tersection and the area union of the detected page
frame (Fd) and the ground truth page frame (Fg):

MA =
2|Fd

⋂
Fg|

|Fd| + |Fg | (4)

• Component Classification: it defines the components
inside the detected page frame (Fd) as “positive”, and
those outside Fd as “negative”. And it quantifies the
performance as the true positive rate (MTP ) and the
true negative rate (MTN ):

MTP = NCP∈Fg

(NCP +NCN )∈Fg
, MTN = NCN∈F̃g

(NCP +NCN)∈F̃g

(5)

Fig. 5 compares the performances of our algorithm with
two state of art page segmentation algorithms: IUPR [20]
and Scansoft [3]. It shows that our algorithm achieves 96%
area overlap rate, which is the best among the three of them.
And it has 91.2% true negative rate, a substantial improve-
ment over the other two that are below 75%. In addition,
it also has 98.5% true positive rate that is as competitive as
the others.
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Figure 5. The page frame level segmentation performance compar-
ison between our algorithm, IUPR [20], and Scansoft [3], on the
UW-III database with 1600 images; all the metrics are reported in
percentage (%).

The results above show that our algorithm is ideal for
segmenting pages with noisy background. This is especially
valuable for print-on-demand books, because most of our
books were scanned copies with various degrees of back-
ground noise.

5. Examples of Formatted Page with Adver-
tisement Insertion

For illustration purpose, we collected several advertise-
ment with text and graphics, and inserted them into the mar-
gin of the cleaned pages. Fig. 6 shows example results.

6. Conclusions and Future Study

This paper introduced the newmedia of print-on-demand
books and proposed a user-targeted contextual advertising
model in this media. One of the key enabling factor of print-
on-demand advertising is understanding the layout of the
book pages and identifying where we can insert advertise-
ment. We described our book page segmentation algorithm
in Section 3, and compare its accuracy against that of the
two state of the art page segmentation systems IUPR [20]
and Scansoft [3] using the UW-III data set. The result shows
we achieves significantly better accuracy in detecting back-
ground noise, while maintain similar accuracy in detecting
normal page content.
Print on demand adver1tising is a whole new application

which faces many technically intriguing challenges. This
paper mainly addresses the problems of contextual match-
ing and book page segmentation. In the future, we will work
on page re-formatting as well as using mobile-device and
printed barcode to provide additional online feedback chan-

21



(a) (b) (c)

Figure 6. Examples of inserting advertisements to print on demand books: (a) the original input image (b) The detected page frame
highlighted with a red bounding box, and (c) the cleaned output image after page alignment and advertisement insertion.

nel.
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